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Abstract

This thesis puts forward methods for computing local robustness of prob-

abilistic neural networks, specifically those resulting from Bayesian in-

ference. In theory, applying Bayesian inference to the learning of neural

network parameters carries the promise of solving many practically vexing

problems that arise under the frequentist learning paradigm. In particu-

lar, Bayesian learning allows for principled architecture comparison and

selection, the encoding of prior knowledge, and calibration of predictive

uncertainties. Recent studies have shown that Bayesian learning can lead

to more adversarially robust predictors. Though theoretically this is the

case, and empirically has been shown in particular instances, anecdotal

evidence of heightened robustness does not provide sufficient assurances

for those who wish to deploy Bayesian deep learning in a safety-critical

context. While methods exist for arriving at guarantees of robustness for

deterministic neural networks, the probabilistic nature of Bayesian neural

network weights renders these methods inoperable.

In this thesis, we investigate concepts of robustness for Bayesian neural

networks, which allow for robustness guarantees which consider both the

stochasticity of the model as well as the model’s decision. We provide

methodologies which compute these quantities for a given Bayesian neu-

ral network with either a priori statistical guarantees on the precision of

our estimates, or probabilistic upper and lower bounds which are provably

sound. Finally, we consider robustness as a primary desideratum in the

Bayesian inference of neural network parameters and demonstrate how to

modify the likelihood in order to infer a posterior distribution with favor-

able robustness properties. The modification of the likelihood make our

method transparent to the approximate inference technique for Bayesian

neural networks.

We assess the practical applicability of our proposed methodology using

Bayesian neural networks trained on several real-world datasets includ-



ing airborne collision avoidance and traffic sign recognition. Addition-

ally, we assess the robustness of Bayesian posterior distributions approx-

imately inferred using five different approximate inference methods. We

find that our methodology provides the first provable robustness guar-

antees for Bayesian neural networks, thus enabling their deployment in

safety-critical scenarios. Further, our proposed methodology for robust

Bayesian inference of neural network parameters enables us infer poste-

rior distributions which have greatly heightened provable robustness even

on full-color images.
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Chapter 1

Introduction

Classical computer science concerns itself with the creation of programs that solve a

given problem. Correspondingly, classical program verification is the task of ensuring

(typically via formal proof) that a given program correctly solves a given problem in

every instance [6]. In recent years, computer scientists have broadened the class of

problems that they would like to solve to tasks which are either too complex or poorly

defined to be handled by the classical programming paradigm. Where programs can

no longer be devised by humans, they can be learned by example [57]. As learned

solutions become much better than their hand-coded counterparts, the domains in

which they are employed become more complex. It is no surprise that the domains in

which learning has the greatest potential impact also carry the greatest risk of harm

[1, 10]. Learned solutions aimed at such tasks, including medical diagnosis and self-

driving cars, must be guaranteed to be safe before they are deployed and trusted by

the general public. Unfortunately, the same hindrances to writing classical programs

for these tasks hinders their formal verification [79]. Further, initial attempts to

check basic stability of learned solutions revealed their remarkable fragility [136]. This

fragility manifests itself in the form of over-confident, incorrect predictions, which can

be produced for nearly every input given to learning algorithm. Thus, if we would

like to capitalize on the bright-future of machine learning algorithms, we must ensure

they are safe before deployment.

In this thesis, we will focus on the most popular and powerful learning algorithm to

date: deep neural networks.1 Neural networks are powerful function approximators,

which hold the promise of continued and significant contribution to advancement of

state-of-the-art performance in a wide range of tasks. Neural networks have already

achieved remarkably strong performance in safety-critical domains such as medical

1The definitions and philosophy behind our primary definitions will hold for any probabilistic
classifier; however, methodology herein will focus on neural networks.
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diagnosis and pathology as well as control and planning. Yet, a primary roadblock

to the adoption of neural networks in such domains is the lack of interpretability and

reliability of their predictions [1].

We will use two primary vulnerabilities to motivate the study of robustness of

Bayesian neural networks (BNNs), which are neural networks with a distribution

over their parameters inferred by Bayes’ rule. The first potential vulnerability is de-

terministic neural networks’ (DNNs’) lack of calibrated uncertainty, that is, knowing

what they don’t know [81]. This is a particular challenge when deterministic neu-

ral networks are used for inference on data points that statistically deviate from the

training data. In this case, the DNN can often make highly confident, incorrect pre-

dictions, which can lead to bad actions if relied upon [104]. The second vulnerability

is that of adversarial examples [136]. An adversarial example is an input which is

crafted to be indistinguishable from a naturally occurring input, but which causes

the neural network to make a wrong classification or an unsafe change in output. In

the case of medical diagnosis, this could be predicting that a patient has cancer due

to slight changes in the hue of a pathology slide, or in autonomous navigation could

represent a large change in the predicted steering angle based on slight changes to

lighting conditions [105]. Adversarial attacks have been proven to be a safety concern

not just in image classification [58], but also in audio recognition [163], malware iden-

tification [126], and natural language processing [41]. These pose a great security risk

to safety and security-critical applications. Naturally, proving safety to adversarial

examples is a prerequisite to deployment of any neural network in a safety-critical

setting.

Proving safety of neural network predictions has been an important and active

area of research over the past few years and has made great strides in being able to

efficiently prove the non-existence of adversarial examples [79, 22, 152]. While this

satisfies one of our desires (lack of adversarial examples), deterministic neural net-

works still provide very little in the way of calibrated uncertainty. In particular, given

a deterministic neural network and an input we would like to classify, it is typically

the case that, if an adversarial example exists, then it is incorrectly classified with

very high confidence [58]. This means that, based on the output, there is no way

to reason about whether an input is potentially incorrect or corrupted. Moreover,

there are works for deterministic neural networks which show that for many tasks

the existence of adversarial examples is inevitable [47, 46] and further that robust

deterministic learning is impossible [59]. While sound local verification (proving the

non-existence of adversarial examples) is necessary for providing users assurances of
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correct performance in particular instances, the Bayesian learning paradigm offers

a systematic method for alleviating the concerns of these impossibility results at a

more general level. By introducing calibrated uncertainty, Bayesian neural networks

have been shown to be more robust to adversarial examples both theoretically and

empirically, and can potentially weaken or defeat impossibility results for determin-

istic networks [53, 23, 7] Therefore, they seem like a natural and viable candidate for

deployment in safety-critical scenarios in which proofs of safety and robustness are

necessary.

Despite their many attractive qualities, Bayesian neural networks cannot be anal-

ysed straightforwardly with the techniques developed for deterministic neural net-

works [168]. The primary difference between Bayesian and deterministic networks is

that the former has a posterior distribution over its parameter values. In order to

verify robustness of such a model, one must find a way to perform the correctness

analysis that is available for deterministic neural networks while taking into consider-

ation the range or probable parameter values in a sound way. Doing so is a necessary

prerequisite for the safe deployment of Bayesian neural networks in safety-critical

scenarios.

In this thesis, we develop tools that allow us to leverage the advances in robustness

quantification of deterministic neural networks in a Bayesian setting. In particular,

we investigate two notions of robustness for Bayesian neural networks which allow

practitioners to quantify the worst-case behavior of a given Bayesian neural network

prior to its deployment. The first notion of robustness for Bayesian neural networks

is the probabilistic robustness (defined in Chapter 4). This allows practitioners to

understand the interaction between the model’s inherent stochasticity and its adver-

sarial robustness and can also be seen as a worst-case measure of uncertainty. The

second notion of robustness is the Bayesian decision robustness. Apart from simply

having a distribution over their weights, Bayesian neural networks are distinct from

their deterministic counterparts in that we must reason about their predictive distri-

butions and the risk or loss of an incorrect decision in order to make prediction. The

decision robustness takes into account the decision-making process of the Bayesian

model under consideration and allows us to certify that the correct decision is being

issued even in the presence of an adversary. These definitions allow us to quantify

the correctness of a Bayesian neural network probabilistically.

In addition to our study of novel notions of robustness for BNNs, we also establish

practical procedures for computation of these robustness quantities such that practi-

tioners have guarantees of worst-case estimates. While worst-case estimates on their
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own can give us confidence in the correctness of our model, having guarantees on

these estimates can not only provide further reassurance at deployment time, but can

also be critical for regulators who may require concrete proof of a model’s correct-

ness. Here, we provide two forms of guarantees for our robustness quantities. The

first is a statistical guarantee. This guarantee gives the practitioner or regulator a

priori control of the error and confidence of our robustness estimates. With these

guarentees, we can make statements of the form: we are 99% confident that the given

BNN is robust w.r.t. provided specification with error at most 1%. The other form of

guarantees we provide are probabilistic. These eliminate the confidence term from the

statistical guarantees and allow us to make statements such as: the provided BNN’s

decision is robust to the given specification. While this is a much stronger statement

than the statistical one, it is also much more difficult to compute and relies on more

sophisticated techniques such as convex relaxation.

The final methodological contribution of this thesis considers not just quantifying

the robustness of a given Bayesian neural network, but inferring a Bayesian posterior

that takes adversarial inputs into consideration at training time. We develop a novel

likelihood approach to adversarial training, which is distinct from the bootstrapping

approaches that are classically taken. This allows us to treat adversarial robustness

probabilistically during inference. Ultimately, our training approach is applicable

to any approximate Bayesian inference method and allows for flexible definitions of

robustness to be considered during inference.

The ability to quantify the level of local robustness of a Bayesian neural network

with guarantees is not just of inherent interest to those who wish to deploy Bayesian

neural networks in safety critical scenarios, but also should be of interest to practi-

tioners who seek to develop better, more reliable neural networks. For example, the

methods developed in this thesis can be directly leveraged to compare two posteri-

ors (or indeed priors) and to reason about which ought to be selected where robust

performance is a concern.

Further contributions of this thesis are empirical. In order to evaluate each of

the methodologies outlined above, we have implemented a tool that performs approx-

imate Bayesian inference for neural networks expressed in Tensorflow 2.0 or Keras

and implements all of the robustness quantification methodology described in this

thesis. Using this tool, we are able to infer approximate Bayesian posteriors on real-

world datasets such as the vertical airborne collision avoidance (VCAS) dataset [77],

a variety of regression benchmarks from the University of California Irvine machine

learning repository (UCI datasets) [38], the MNIST handwritten digit-recognition
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dataset (MNIST) [93], the CIFAR-10 image recognition dataset [86], and the German

Traffic Sign Recognition Benchmark (GTSRB) [70]. The smallest of these contain-

ing only a couple dozen input features and the largest containing a few thousand.

In Chapter 5, we show how our proposed methodology can evaluate the robustness

of Bayesian neural networks deployed for image recognition in self-driving cars. In

Chapter 6, we perform sound verification of a Bayesian neural network trained on an

airborne collision avoidance system. Finally, in Chapter 7, we show that our method-

ology can infer certifiably robust approximate Bayesian posteriors for convolutional

neural networks trained on the CIFAR-10 image dataset.2

In conjunction, these contributions allow those who wish to deploy Bayesian neural

networks in safety-critical scenarios access to different kinds of worst-case robustness

information about their network and gives them control over the level of guarantee

that their application calls for. Further, our methodology not only quantifies the

robustness of Bayesian neural networks, but also allows for the incorporation of ro-

bustness specifications into the inference procedure. Having access to these quantities

allows for Bayesian neural networks to be deployed in safety-critical scenarios with

assurances of correct performance.

1.1 Contributions

Below we detail an itemized list of the technical contributions of this thesis. In par-

ticular, we highlight novel methodological contributions which are presented formally

in this thesis.

• We investigate two notions of adversarial robustness for Bayesian neural net-

works. First, we develop the notion of probabilistic model robustness which

can intuitively be interpreted as the probability that a model drawn from a

given (potentially approximate) Bayesian posterior is statistically robust to a

provided specification. Further, we discuss the theoretical view of this quantity

as a probabilistic measure of the predictive stability of the models included in

our Bayesian posterior and the interpretation of this measure as a worst-case

uncertainty.

• We define decision robustness for Bayesian neural networks as a direct analogue

of the notions of robustness that are commonly used to provide assurances of

2Code for reproducing the results in this thesis can be found at:
https://github.com/matthewwicker/AdversarialRobustnessOfBNNs

5



correctness for deterministic neural networks. Starting from the distinction

between the role of a likelihood and loss function in the classical Bayesian set-

ting, we establish that, if the posterior predictive quantity which minimizes the

loss function for a given problem is the same (or sufficiently similar) for all

inputs in a given input set, then the decision of the Bayesian neural network

is robust. Proving the robustness of the Bayesian decision-theoretic quantity

directly translates to proving the absence of adversarial examples for the pro-

vided Bayesian posterior. This is, to the best of our knowledge, the first time

that anyone has verified the correctness of a Bayesian neural network decision

in an adversarial setting, a necessary step in the deployment of Bayesian neural

networks in safety-critical domains.

• We provide theoretical and practical perspectives on estimating both the prob-

abilistic model robustness and the Bayesian decision robustness with a priori

statistical guarantees on the error and confidence. Through the use of concentra-

tion inequalities and by leveraging advancements in statistical model checking,

we are able to efficiently guarantee that the computed values corresponding to

both definitions are statistically tight for a given Bayesian neural network and

robustness specification. To this end, we show how this methodology can be

used to evaluate Bayesian neural network robustness in regression and classifi-

cation settings and for a variety of posteriors arising from different approximate

inference techniques.

• We establish algorithms which provide sound bounds on both probabilistic

model robustness and decision robustness of Bayesian neural networks. In par-

ticular, we leverage advances in convex relaxation of neural network compu-

tations in order to arrive at sound lower and upper bounds on the result of

marginalization over the posterior predictive distribution. This in turn allows

us to provide concrete proofs of correctness (e.g., the absence of adversarial

examples) for Bayesian neural networks. We show how doing so can allow us

to prove sufficient safety of Bayesian neural networks for deployment in air-

borne collision avoidance tasks and we further investigate the scalability of this

algorithm to larger input domains and network architectures.

• We provide a principled probabilistic perspective on the incorporation of ad-

versarial examples into the inference or approximate inference procedure of

Bayesian neural networks. By developing a novel likelihood function which
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takes into account a worst-case adversary, we show how to infer Bayesian poste-

rior distributions with favorable adversarial robustness properties. Given that

this methodology involves the development of a novel adversarial likelihood

(and corresponding error model), our approach is compatible with all forms of

approximate Bayesian inference for neural networks. Further, we show how dif-

ferent approximate inference methods perform when used in conjunction with

our proposed likelihood. Ultimately, we find that our method leads to substan-

tial gains in robust performance of the resulting posteriors.

• Finally, we discuss and highlight future works of interest for the sound quantifi-

cation of robustness for Bayesian neural networks. We highlight the limitations

of the methodology presented in this thesis as well as the remaining necessary

requirements for developing a comprehensive understanding of Bayesian deep

learning in an adversarial setting.

1.2 Thesis Organization

The thesis begins with a contextualization of our contribution with the relevant lit-

erature. We make an effort to survey some of the most important developments in

the study of adversarial robustness and approximate Bayesian inference for neural

network parameters as well as a brief summary of their overlap. Following this, we

dive deeper into several select works and provide formal mathematical definitions that

will lay the foundations for our contributions, which are made in Chapters 4, 5, 6,

and 7. In Chapter 4 we introduce the shared problem formulation for the definitions

of robustness that are computed with guarantees in subsequent chapters. In Chapter

5 we present the notion of statistical guarantees and then show how one can compute

them for Bayesian neural networks. In Chapter 6, we provide a methodology to com-

pute sound probabilistic upper and lower bounds on the definitions of interest. We

follow this with Chapter 7, which presents a probabilistically principled incorpora-

tion of adversarial robustness into Bayesian learning for neural networks. Finally, in

Chapter 8 we summarize the strengths and weaknesses of our proposed methodology,

and summarise future work in robustness quantification for Bayesian neural networks.

1.3 Publications

This thesis is based on several works which were published throughout the thesis. In

this section I detail my contribution to each of the works [24, 104, 150, 151, 158, 23].
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Chapter 5 is largely based on the statistical guarantees work presented in [24] (which

appeared in IJCAI 2019). I designed and implemented all of the experiments, as

well performed the visualizations and analysis of the experiments. This involved

implementing several Bayesian inference methods and adversarial robustness quan-

tification methods in order to form systematic comparisons between approximate

inference methods. The extension of this work to decision robustness that can be

found in Chapter 5 was done independently and has not appeared in any published

materials yet. The work presented in [24] was also extended in [104] (which appeared

in ICRA 2020) to incorporate time-based loops, particularly in the setting of au-

tonomous navigation. My contributions to this work were more on the theoretical

side than that of [24], though I still designed all of the experiments and performed

the visualizations. The driving idea for the work in Chapter 6 (originally published

in [150], and appeared in UAI 2020) was my own. Through collaboration with others,

we finalized the details involving interval and linear bound propagation. The driving

idea, implementation and write up of [150] was my contribution; however, the proof

of the theorems stated in the paper (and included in this thesis for completeness with

appropriate credit given) are due to other authors. Following a similar pattern to the

work of Chapter 5, [150] was extended to time-based control loops in [151] (which

appeared in UAI 2021). The motivation, methodology, implementation, and initial

proof sketches in this work was my own. The presentation of the algorithm and proof

details in [151] are due to my co-authors. Finally, works whose methodology are

not presented in this thesis but which contribute to the intuitions presented and the

experimental evaluations are [158] (which appeared in AABI 2021) and [23] (which

appeared in NeurIPS 2020). For both of these works, I developed my own approxi-

mate inference framework for learning neural networks parameters, which is based on

Tensorflow 2.0. This framework is used throughout this thesis.
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Chapter 2

Related Works

Contents
2.1 Adversarial Robustness . . . . . . . . . . . . . . . . . . . . 10

2.1.1 Adversarial Examples . . . . . . . . . . . . . . . . . . . . . 10

2.1.2 Impossibility Results for Adversarial Robustness . . . . . . 12

2.1.3 Verification and Certification . . . . . . . . . . . . . . . . . 13

2.1.4 Adversarial Defenses . . . . . . . . . . . . . . . . . . . . . . 16

2.2 Bayesian Robustness . . . . . . . . . . . . . . . . . . . . . 18

2.2.1 Impossibility Results through a Bayesian Lens . . . . . . . 18

2.2.2 Robustness Verification for Bayesian Models . . . . . . . . . 19

2.2.3 Detecting Adversarial Examples with Uncertainty . . . . . 20

2.2.4 Adversarial Attacks on Bayesian Neural Networks . . . . . 21

2.2.5 Adversarial Defenses for Bayesian Neural Networks . . . . . 21

2.3 Non-Local Notions of Robustness . . . . . . . . . . . . . . 22

In this chapter we discuss works that help contextualize the contribution of this

thesis. We provide interested readers with a summary of seminal works on top of

which this thesis builds, concurrent works with the contributions of this thesis, and

related works that are of interest to those who study local/adversarial robustness

of Bayesian methods. Here, we describe the contributions of each work and their

relation to this thesis. In the following chapter, we will introduce preliminaries and

dive deeper into selected works on which the methodology of this thesis relies.

We begin by covering works in robustness, specifically adversarial attacks, de-

fences, and verification. Then, we will cover concurrent and prior works which study

these phenomena in the Bayesian setting.
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2.1 Adversarial Robustness

The primary focus of this thesis lies at the intersection of adversarial robustness and

Bayesian deep learning. In our first subsection we cover the seminal developments

in adversarial robustness. In particular, we are interested in local adversarial robust-

ness. That is, we are interested in the sensitivity of a neural networks predictions to

small manipulations of a particular, given input. We end this section with a compar-

ative discussion of local and adversarial robustness with other notions of robustness

considered in machine learning, optimization, and statistics.

2.1.1 Adversarial Examples

Adversarial testing predates machine learning and probably computing systems in

general. The central idea is to make the assumption that an attacker would like to

realise a worst-case behavior of a deployed system. In machine learning this worst-case

behavior is modeled as receiving some undesirable output (i.e., incorrect prediction).

Adversarial testing of machine learning models has been conducted for at least the

past decade [10]. Despite this, we are primarily interested in adversarial testing of

neural networks, which was popularized in roughly 2013 with the publication of [136].

This work used a L-BFGS optimization method over the input space to find small

imperceptible modifications to inputs which cause misclassifications. They find that

they could achieve misclassification for nearly every input given to a state-of-the-art

classifier. Later, [58] showed that a sophisticated second-order method was not nec-

essary to find adversarial examples and that a single first-order gradient step would

suffice. The attack in [58] was called the fast gradient sign method (FGSM). A series

of works followed this which, refined the first-order method and setting of attacking

neural networks, notably: [108, 89, 26, 101]. In [108, 89] the authors take what can

be seen as an iterative version of the approach of [58] and notice heightened success

in forcing misclassifications. In [26], the authors augment the first-order methods,

typically used with momentum and explore different differential loss functions for

the optimization. The systematic treatment of the optimization procedure for find-

ing adversarial examples presented in [26], named Carlini and Wagner attacks (CW

attacks), allowed this method to remain one of the most powerful ways to find misclas-

sifications. In [101], the authors utilize a projected gradient descent methodology to

attack inputs, which sees strong performance in the limit of the number of iterations.

The aforementioned imperceptible changes were in the order of 1/255 (where pixel
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values are scaled between 0 and 1). These minute changes were able to reduce state-

of-the-art image classifiers to random guessing. Such a strong and counter-intuitive

result brings with it questions of both practical and theoretical interest. Below we

detail some of the important developments in both directions which help motivate

the methods presented in this thesis.

Practical Perspectives on Adversarial Attacks In [118], the authors take a

cyber-security flavored approach to attacks and characterize the attack setting also

known as the threat model. An adversarial threat model refers to the act of modeling

what information the attacker may have access to, as well as the medium of the

attack. Defining a taxonomy for these concerns made the study of practical threats

feasible.

In [118], the authors point out that a realistic attacker will likely not have access

to the weights of a model that is deployed. If one has access to the weights and

architecture, then the threat model is deemed a white-box threat model. In the case

that one does not have access to the weights or architecture, the attack is considered

black-box. The attacks that we have seen until now [136, 58, 108, 101, 26] have been

white-box attacks. In [118], the authors present one of the first black-box attack

methods, named the Jacobian saliency matrix attack (JSMA). The idea behind this

attack was to build a finite-difference estimation of the Jacobian gradient (i.e., the

first-order partial derivative wrt the input) and use that to attack the network with

a similar procedure to that defined in [58]. Other such black-box attacks include

zeroth order optimization [31], optimization with surrogate gradients [4], game-based

approaches [148, 153] and genetic algorithms [2]. These kinds of attacks showed that

networks that were deployed online (where users were allowed query access) could be

attacked and very successfully fooled in practice [69].

A similar concern was the medium of attack. Machine learning practitioners were

quick to respond to adversarial examples by pointing out that the 1/255 change to

an image’s pixel values would likely be washed out by particular lighting conditions.

By changing the attack medium from a digital injection to a physical attack, several

papers were able to show that attacks do manifest in the physical world in a robust

way [149, 5, 89]. These works showed that traffic signs, traffic lights and a host

of other objects were still misclassified even after printed onto physical media. In

a similar vein, [20] use the methodology of [107] in conjunction with constraints to

realize a small circular patch which can be placed onto any image which causes it to

be misclassified.
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Finally, a major concern was that, while attacks do present an inherent flaw in

deep learning, simply being robust to adversarial attacks is not enough to declare a

network safe for deployment [19], [66], [55], [144].

The existence of realistic attack algorithms and practical threat vectors under-

scores the necessity of developing robust machine learning along with the establish-

ment of practical guarantees prior to the deployment of algorithms in the real world.

Theoretical Perspectives from Adversarial Attacks Adversarial examples are

not only a realistic concern for machine learning practitioners, but also represent a

fundamental challenge for machine learning theorists. In particular, the phenomenon

of adversarial examples was not just shown to affect every tested image classification

network in [58, 101, 26, 108], but also affected state-of-the-art networks in natural

language processing [41], audio classification [163], 3D deep learning [149], malware

classification [62], and others [1, 30]. The fact that these models were all able to

capture super-human performance on natural data, but unable to withstand minor

adversarial noise, prompted the question of whether any classifier could be both

robust and accurate.

2.1.2 Impossibility Results for Adversarial Robustness

The entire following subsection is considered a correction as it is an expansion of

the previous text that existed in the related works. The empirical fact that, for

undefended neural networks, adversarial examples could fool every prediction made by

a classifier led to a stream of research which studied if, from a theoretical perspective,

adversarial examples were inevitable. Such results are known as impossibility results

for adversarial robust classification. One of the first theoretical works in this direction

was reported in [48, 47]. Under the assumption that the residuals of the model

prediction have a known relationship to the distance of an input to the decision

boundary, the authors provide an upper bound on the adversarial performance of

linear and quadratic models. Other works have reasoned about the inevitability

of adversarial examples not by making assumptions about the model/classifier, but

instead making assumptions about the data that we wish to classify. In [46] the

authors assume the data comes from a smooth generative model and derive upper

bounds on the adversarial performance of any model in this setting. In [138] the

authors generate a binary classification task (i.e., learning problem) in which there

is a provable trade-off between accuracy and robustness: models which are more

accurate are inherently less robust. The works of [46] and [138] were unified in a
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more general setting in [36], which makes assumptions about the smoothness of the

data-generating distribution.

Further learning problems (similar in nature to that given in [138]) for which we

can prove the inevitability of adversarial examples were formulated in [129], where

the authors prove results for data distributed on the unit cube and unit sphere.

The work of [56] expands research on the unit sphere and studies high-dimensional

classification of concentric spheres. Similarly to previous settings, [56] provide a proof

that adversarial examples must exist within a certain magnitude for any classifier and

show empirically that this theorem holds for neural networks in their setting. They

also show that in their setting adversarial examples necessarily exist with distance

O(1/
√
n) of all input points. In [59], the authors focus on the Boolean hypercube

setting and show, using the PAC-learning framework, that no non-trivial concept class

can be robustly learned in the distribution-free setting against an adversary who can

perturb just a single input bit. We will return to this discussion of the inevitability

of adversarial examples from the Bayesian perspective in Section 2.2.

2.1.3 Verification and Certification

The widespread existence of adversarial examples is cause for concern when deploying

neural networks in safety-critical scenarios. This concern can be quelled if one is able

to prove that no adversarial examples exist for a given network and input-output

specification. In the next section, we will formalize this notion, but here we will

discuss different methodologies which have been put forth to prove that no adversarial

examples exist within a given input set. While many of the methodologies proposed

below are computationally expensive, we highlight that, without a formal proof or

guarantee of correctness for these machine learning systems, their deployment would

be either infeasible or imprudent. Verification is a natural pre-requisite for deployment

of deep learning systems in safety-critical scenarios.

One of the first works to consider the verification problem for neural networks

was presented in [160], where the authors consider verifying neural networks aimed

at replacing large look up tables that would normally be used in aviation applications

by a brute force approach: sampling the input space in a fine grid in order to arrive at

guarantees. While this does in fact provide a form of guarantees that no adversarial

examples exist, it becomes computationally intractable for problems of even a modest

dimensionality. Below, we taxonomize the different popular methods for showing no

adversarial example exists based on their underlying algorithmic approach.
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SAT & SMT-Based Verification Satisfiability (SAT) testing and satisfiability

modulo theories (SMT) are two well studied decision problems in computer science

[6]. Algorithms for solving SAT and SMT problems have been studied over the past

decades and powerful heuristics for solving these NP-complete problems have made

solving larger scale SAT and SMT instances more feasible.

When applied to neural networks, SAT solving requires the neural networks weights

and activation functions to be expressed as Boolean variables and functions (conjunc-

tions and disjunctions). While most neural networks are not binary, the algorithms

in [111, 112] show how, given a binary neural network, one can transform the proof

that no adversarial example exists into a satisifiability (SAT) problem which can be

solved with any SAT solver.

More powerful approaches extend the Boolean logic formulas to satisfiability mod-

ulo theories. In particular, for deterministic neural network (DNN) verification, by

including a theory over real arithmetic (addition and multiplication) the methods of

[79, 80, 42, 43, 77] are able to verify not just Boolean networks, but also networks

which employ piece-wise linear activation functions such as the common rectified lin-

ear units (ReLU). Further contributions from [79] include the proof that the general

problem of finding (optimal) adversarial examples is NP-hard. In a similar vein to

these SMT approaches [71] uses SMT to propagate adversarial properties layer-by-

layer until the output, at which point one can check if a safety criterion is met.

Abstract Interpretation Abstract interpretation is a classical form of program

analysis. Rather than building logical formulas, abstract interpretation uses sound

over-approximation of different operations in order to test if a property holds. This

was first investigated for neural networks in [54]. When applied to deep neural net-

works, the central idea of abstract interpretation is to build an over-approximation

(i.e., a superset) of the inputs that one would like to verify does not contain an ad-

versarial example. Throughout the thesis we will will refer to over-approximations

generally as analytically-convenient (i.e., easy to compute or reason about) supersets

of a set of interest. For instance, abstract interpretation can handle arbitrarily com-

plex perturbation sets by creating a set T ′ such that T ⊂ T ′. These supersets can

take the form of intervals, zonotopes, or polyhedra. By then defining semantics which

propagate these shapes through the network (known as abstract transformations), one

arrives at an over-approximation of the reachable outputs from these different input

sets. Specifically, one arrives at a set S ′ such that we know no point of T ′ is mapped

outside of S ′. We can then check if the reachable outputs set, S ′, contains an unsafe
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output. If it does not, then we are able to say soundly that the network under consid-

eration is safe, i.e., S ′ ⊂ S =⇒ ∀x ∈ T, f θ(x) ∈ S. This approach has been further

investigated in [95, 131, 106, 132]. The general consensus is that while abstract in-

terpretation is computationally faster than the methods provided by SAT and SMT,

they are not always exact and thus lose the property of completeness (more on this

in Chapter 3).

One of the benefits of abstract interpretation is that it can be very computationally

efficient if the abstract domain is chosen to be sufficiently simple [165, 145]. The box

or interval abstract domain simply over-estimates the input set with an upper and

lower bound for each feature dimension. Interval arithmetic can then be used to

propagate these upper and lower bounds through the neural network. Arriving at the

final output set in this manner is only twice as expensive as a standard forward pass.

Of course, we know from [79] that solving the robustness problem exactly is NP-hard,

so we can intuit that the interval domain makes pretty harsh approximations of the

output set. While this is true, some works have found that the box/interval domain

is empirically rather tight [60].

Linear Programming The final method we provide exposition on is the family

of linear programming methods. Unlike the previous two methods discussed, linear

programming does not have its roots in classical computer science, but rather in

optimization.

The central idea behind the linear programming approach (and similarly mixed

integer linear programming, MILP) is that we encode both our input properties and

neural network computations as a set of linear constraints on an optimization problem.

Solving the corresponding optimization problem to these constraints results in the

ability to declare a network robust to adversarial examples. One of the first attempts

at doing so leveraged mixed integer linear programming [137] and formulated rules

for constraint building. Other methods include semidefinite programming, which is

considered in [121]. The work of [152] and [39] use a dual formulation and derive

bounds on the error and exactness of solving for the worst-case adversary with linear

programming. Moreover, the mixed integer linear programming approach can be

combined with branch-and-bound in order to obtain exact verification without the

use of the dual used in [39] this is explored in [22, 21].
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2.1.4 Adversarial Defenses

Below, we break down adversarial defenses into two broad categories. The first is an

engineering-based defense category, which captures modifications to the architecture

or some pre-processing of inputs in the hope of becoming more adversarially robust.

The second category is adversarial training, which sees the introduction of adversarial

signal at training time.

Engineering-based Defense After the popularization of adversarial examples in

[136, 58], there was a rush of research attempting to solve the problem of adversarial

examples. Here we detail a few defenses that do not directly see the injection of

adversarial attacks into the training dataset (which is discussed below). In [117] the

authors propose adding a temperature value into the logits of a neural network in order

to prevent the softmax outputs from saturating. They then retrain a smaller network

not using the true one-hot labels but using the labels from the tempered network.

This is known as defensive distillation and achieved strong adversarial robustness

results until it was thwarted in [29]. Similarly, feature squeezing was a method which

simply rounds pixel values in an attempt to smooth out injected adversarial attacks

[155, 28], but these attacks can be defeated either by expectation over transformations

[5] or by having an attack with a smartly chosen attack radius [130]. Other methods

seek to make it difficult to compute the gradient of a network, thus making it difficult

to attack with the white-box methods we have seen above. This was a very popular

defense method which was shown to be universally unsound in [4]. The key take-away

point from each of these case studies is that, in general, engineering-based defenses

can be readily bypassed with a modification to the adversary under consideration

[4, 5]. The only method that was endorsed as an appropriate defense by the authors

of [4] was the adversarial training method of [101].

Adversarial Training Adversarial training generally describes the idea of modi-

fying the data seen at training time to include perturbed data. This modification

was first proposed alongside the fast gradient sign method (FGSM) in [58]. Here, the

authors propose a simple approach, where the likelihood is taken to be the sum of

the likelihood between normal and adversarial data. They find that indeed adding

adversarial noise to the training data caused the attack to be less successful during

testing time [58]. Further approaches, such as [89, 78], propose modifications to this

approach such as pairing the logits of natural and adversarial attacks and minimizing
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their discrepancy. A similar approach was to bootstrap a likelihood but based on ran-

domly sampled noise [167], and to attempt to regularize the input gradient similarly

to what was proposed in [37], far before adversarial examples were ever discovered.

While this model did have some improved robustness, it was found that increasing

the strength of the attack caused the performance to degrade rapidly.

It was widely observed (and notably observed in [101]) that the adversarial train-

ing methods proposed in [58, 167] are only robust to the kinds of attacks they have

seen at training time. That is, when a network trained with FGSM adversarial ex-

amples is attacked with PGD, it is found to be only slightly more robust than an

undefended model [101]. Similarly, more heuristic approaches such as adversarial

logit pairing [78] were also readily defeated by attacks different from what was seen

at training time [45]. The authors of [101] attempt to remedy this in two ways. The

first attempt to remedy this is called robust optimization and consists of training

exclusively on adversarial examples. Concretely, robust optimization works by ap-

proximately computing an adversarial example for each point that we train on prior

to passing it through the network and we evaluate the model likelihood on this adver-

sarial data rather than the clean data. The second way they reason about improving

robustness is by making the argument that, in the limit of the number of iterations,

their PGD attack is a universal attack that will find a worst-case adversarial exam-

ple. In conjunction, the authors reason that training on the worst-case adversarial

example should lead to provably robust models. The latter point, finding the optimal

adversarial example, is not realisable in practice which hinders the authors argument

with regards to provable robustness. However, the robust optimization approach of

[101] achieved state-of-the-art adversarial robustness and makes compelling theoret-

ical arguments about how adversarial training should be done. In [164] the authors

combine the robust optimization approach [101] with the adversarial regularization

approach similar to [37, 167] and find that this is even better than just using PGD

and robust optimization.

While [101] are unable to provide worst-case adversarial attacks, methods from

convex relaxation such as those introduced in [152, 39] are able to provide an over-

approximate worst-case loss for a neural network and given input. Abstract interpre-

tation was also investigated to the same effect [106]. In [152, 120, 60], the authors

push the state-of-the-art robustness even further by training with an over-approximate

worst-case likelihood. The primary benefit of this approach is that it trains networks

which are provably robust w.r.t. any attack.
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2.2 Bayesian Robustness

In this section, we begin by considering the impossibility of robust performance from

the perspective of Bayesian models rather than deterministic models as above. After

establishing that Bayesian models may be inherently more adversarially robust, we

cover previous and concurrent works that study Bayesian models in an adversarial

setting.

2.2.1 Impossibility Results through a Bayesian Lens

In Section 2.2.1 we briefly cover impossibility results for robust learning. These

results usually leverage assumptions on the form of the model or on the distribution

of the data. Each work, however, discusses impossibility results with respect to a

deterministic model. In [129], the authors provide a lengthy discussion of how one

might avoid such impossibility results. They provide three primary perspectives:

1: alter the data representation to avoid the assumptions made, 2: add a “do not

know” class allowing classifiers to abstain from prediction, 3: make it computationally

infeasible to compute adversarial examples. In the literature it has been found that

each of these components can be theoretically realised in the Bayesian setting, and

that Bayesian learning can produce neural networks which are empirically much more

robust.

In [7] the authors study the same concentric sphere classification problem as [56]

but using Bayesian neural networks. They first establish that even linear models

with careful regularization have adversarial examples in this case, thus ruling out

robustness for MAP estimates. They then show that bootstrapping (via an ensem-

ble of networks) is insufficient in this case. Finally, they show empirically how on

adversarial examples the network is much more uncertain and reason that having

high predictive uncertainty (from MCMC) allows them to learn a classifier which can

detect adversarial examples.

In [53] the authors take the uncertainty argument one step further than the em-

pirical study done in [7]. The authors provide a theoretical line or reasoning which

shows that Bayesian neural networks should not have adversarial examples (defined

as highly confident incorrect predictions). Their argument hinges on unambiguous

labels for your data and a condition on the quality of the posterior inference. They

also provide a range of experimental results backing this claim.
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Finally, in [23] the authors1 provide a proof and strong empirical evidence that

it is infeasible to compute strong adversarial examples using first-order methods for

Bayesian neural networks. Specifically, this work shows that under the assumptions

of infinite data and exact inference, the input gradient used to compute adversar-

ial examples should be 0, thus making first-order optimization intractable. Further

investigation in [158] demonstrates that gradient-free optimization also struggles.2

While this is still very much an open area of research, each of these works agrees

about the following facets: Bayesian neural networks ought to be more robust. As

hypothesized in [129], avoiding the impossibility theorems for adversarial robustness

relies on both abstention from a decision (in the Bayesian case based on predictive un-

certainty) and on the intractability of computing adversarial examples. Empirically,

there is also a lot of agreement and interesting lines of study posed by these works.

Firstly, each work agrees that the quality of the posterior inference plays a vital role

in robustness to adversarial examples. Specifically, [7, 23] both highlight situations

in which bootstrapping with ensembles is not sufficient for adversarial robustness.

Works offer varying observations on how well approximate inference performs. In [7],

the authors find that Laplace method provides strong uncertainties which leads to

robustness. In [23] the authors find this to only be the case on simple datasets such as

MNIST and observe that the local robustness performance of approximate inference

methods degrades on more complicated tasks such as FashionMNIST.

2.2.2 Robustness Verification for Bayesian Models

A concurrent work with this thesis is [9], which considers both Bayesian neural net-

works and probabilistic input specifications. The authors consider verifying the ex-

pectation of the model w.r.t. the input specification and posterior distribution over

the weights. This is similar, but not exactly the same as the notion of decision ro-

bustness highlighted in Chapter 4, as decision robustness does not necessitate the

consideration of the mean. Further, in [9], the authors provide verification that out-

of-distribution samples are not classified with high confidence. This is a specification

that is not empirically studied in this thesis but is highly interesting.

Concurrently with this thesis, however, many works have studied guarantees on

the robustness of Gaussian processes in adversarial settings [25, 14, 119]. While these

have principled connections to Bayesian neural networks in the limit of the width of

1This is a published work that I am first author on and was completed concurrently with the
primary works of this thesis.

2This is also a publication for which I am an author.
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a Bayesian neural network [113, 44], gaining guarantees on a GP which approximates

a BNN is likely not to be rigorous enough as a proof of safety to warrant deployment

of the BNN, as GPs are known to be more robust than BNNs and so approximation

with a GP may hide considerable faults in the Bayesian neural network.

2.2.3 Detecting Adversarial Examples with Uncertainty

In [81] the authors discuss the difference between epistemic uncertainty (arising from

our uncertainty about the model parameters) and aleatoric uncertainty (arising from

our uncertainty about the data) and discuss exactly how uncertainty can be used in

safety-critical scenarios using segmentation and autonomous driving as an example.

The authors primarily suggest using uncertainty to detect out-of-distribution samples

such as in [124, 125]. Several works have applied the a similar treatment to adver-

sarial examples, seeking to use the predictive uncertainties in order to flag when an

input may have been provided by an adversary [134]. The authors of [134] study

out-of-distribution uncertainty of Bayesian Neural Networks by studying how the

predictive distribution changes as we interpolate between two test inputs of differing

classes. Further, in [134], the authors study the predictive uncertainty on adversarial

inputs and empirically find that uncertainty estimate tends to increase for adversarial

points. Further empirical evidence was found in favor of using uncertainty to detect

adversarial examples in [123, 92, 49]. In [123] the authors study adversarial attacks

and the addition of random noise to test inputs for a variety of approximate infer-

ence methods for Bayesian Neural Networks. They find that for both adversarial

attacks and test inputs corrupted with noise, one can find an increase in predictive

uncertainty from the Bayesian posterior. In addition, they find that the correlation

between increased uncertainty and adversarial attacks is higher for less-approximate

inference methods. Namely, they find that MC-Dropout did not demonstrate strong

uncertainty properties in the face of adversarial attacks. In [96], the authors train

MC-Dropout approximate posteriors using an α-divergence objective and show that

this can strengthen the performance of these networks on both out-of-distribution

samples as well as on adversarial attacks. In [49] the authors rely on MC-Dropout

posteriors, but perform density estimation in the feature space of the MC-Dropout

posterior in order to develop a more reliable method for uncertainty quantification.

They find that the combination of these two methods allows uncertainty to flag adver-

sarial examples with some success. In [104] the authors propose the use of uncertainty

to flag out-of-distribution samples for autonomous driving and find, in a software sim-

ulator, that they are able to stop a large proportion of collisions that would not have
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been avoided without uncertainty. Moreover, their study corroborates the findings of

[123] that more sophisticated approximate inference techniques lead to better uncer-

tainty. This correlation was observed theoretically in [23] where the authors provide a

proof that under the conditions of exact inference, Bayesian Neural Networks should

not be susceptible to gradient-based adversarial attacks.

2.2.4 Adversarial Attacks on Bayesian Neural Networks

Though some works have shown how uncertainty can be practically useful in flagging

adversarial examples, there has also been some development of attacks specifically for

Bayesian Neural Networks and other Bayesian methods such as Gaussian Processes.

In [63], the authors study adversarial examples in a Bayesian setting and find that,

despite their ability to capture uncertainty, Bayesian neural networks whose posterior

distributions are only approximately inferred can be fooled into producing incorrect

predictions with high confidence and low uncertainty. In [168], the author makes

the observation that adversarial attack algorithms for deterministic neural networks

cannot be directly translated to the case of Bayesian Neural Networks. Specifically,

the observation made was that the attacks must be optimized to attack the full

posterior distribution, rather than just a sample from the posterior. In [4], the au-

thors formulate the expectation over transformation (EOT) attack which generalizes

the observation of [168] to any randomization of a neural networks predictions (e.g.,

smoothing). The authors of [4] empirically show that Bernoulli approximate poste-

riors such as those resulting from MC-Dropout approximate inference [51] are not

more robust to adversarial examples than deterministic neural networks. In [158],

the authors consider non-gradient based attacks for Bayesian Neural Networks and

find empirically that genetic algorithms can explore the space of adversarial attacks

better than gradient-based optimization in the case of Bayesian neural networks.

2.2.5 Adversarial Defenses for Bayesian Neural Networks

Another line of work is to consider the intersection of Bayesian inference and adversar-

ial training (which is done in detail in Chapter 7 of this thesis). In [146], the authors

consider tuning the dropout rate of neural network parameters according to what gives

the best adversarial robustness performance. By learning the optimal dropout rate,

they find that they can increase the adversarial robustness of MC-Dropout networks.

This is similar in spirit to the works on improving the performance of MC-Dropout’s

uncertainty properties against adversarial examples in [96, 49]. In [98], the authors
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formulate the update similar to that of [16], but specifically for the bootstrapped

adversarial likelihood provided in [58]. It was seen that the adversarial training pro-

cedure proposed in [98] was not evaluated on attacks properly crafted for Bayesian

Neural Networks and that following the appropriate attack schemes that their method

did not significantly increase the robustness of the Bayesian posterior [168]. In [157],

the authors do not consider a worst-case adversarial example, but instead consider

Bayesian inference against a distributional adversary. That is, in [157], the authors

consider performing inference which takes into account a local distribution over each

input point. Further, the work of [156] can be seen as an adversarial training method

which operates by selecting a prior based on observing the function space properties

(e.g., adversarial robustness) of a particular weight setting and then placing higher

probability on weights with favorable properties.

2.3 Non-Local Notions of Robustness

The above methods for evaluation and training, as well as the methods developed

in this thesis we will focus on local notions of robustness (i.e. robustness of the

predictions of a network with respect to a single input). Before discussing these in

further detail it is critical to distinguish the notion of robustness we will use from

the many important but distinct notions which have been developed in the literature.

In this section we will first cover specifications that reason about more than just

a single input (and are thus deemed global), next we will discuss the relationship

between the definitions in this thesis and those that are developed in the field of

robust statistics, finally, we will discuss some works in robustness to misspecification

in Bayesian models.

Global Robustness for Neural Networks Local robustness property involves a

given x∗ and involves finding another input x′ in an allowed perturbation set such

that the predictions differ in an undesirable way. Global properties of neural networks

are instead require that for every input in a region of input space Q ⊆ Rin that a local

property holds. Such properties clearly subsume local robustness properties. Global

properties are also strictly more difficult to compute than their local counterparts.

In [127] the authors provide global guarantees on the ℓ0 magnitude of adversarial

manipulations. Despite this difficulty, there are still promising works in this direction

and applications for which global guarantees are necessary. Many works on global

robustness focus on the global lipschitz constant of the function under consideration
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which can be vacuous for unregularized networks. And methods which do seek to reg-

ularize global lipschitz constants must be careful not to fall into the pitfalls discussed

in [74]. In [139] the authors propose to add reduction of the global lipschitz constant

to the learning objective of neural networks. In [94] the authors propose yet another

method for regularizing global lipschitz constants in addition to allowing the model

to abstain from prediction and find more scalable results than previous methods.

Robust Statistics The field of robust statistics was largely popularized in some

ground breaking work by Huber as early as 1960 [140, 18, 72]. In general the field of

robust statistics studies the performance of statistical models when the observed data

vary only slightly from the modellers assumptions either by not following an assumed

parametric distribution or due to the existence of outliers. It was found that only mi-

nor modifications to the underlying assumptions of a model (i.e., assumed normality)

can have catastrophic affects on the quality of inference [73]. In particular, in [140]

the author shows that contamination of only two points from 1000 sampled from a

Gaussian distribution can lead to poor performance of classical statistical procedures

(relative to a robust procedures). The collection of methods united under the name

robust statistics (see [73] for a thorough treatment), seeks largely to (1) develop tools

to understand and compare how poorly classical statistical models perform when the

data deviates slightly from the modellers assumptions and (2) to develop statistical

models which are robust to such changes in assumptions. For further distinction on

these two see [18] where the authors distinguish these two as criterion robustness

and inference robustness. An early and classical model of such assumption-breaking

data distribution comes in the form of Huber’s contamination model [73] in which

the data is distributed according to the following mixture: x ∼ (1 − γ)p(x) + γq(x)

where p(x) is taken to be the clean data distribution and q(x) is taken to be the

contamination distribution. The goal of a method in robust statistics is to devise a

scheme for accurately estimating parameters/properties of p(x) despite the contami-

nation arising from q(x). Many works in robust statistics seek to quantify the effects

of such contamination (or similar settings) in order to produce estimators which can

minimize the effect of the contamination on the resulting estimate. Early discussion

of practical methods for dealing with and adapting estimators can be found in [87]

with more detailed discussion of approaches in [3, 73].

There are several distinctions between this line of work and the local adversarial

robustness considered throughout this Thesis. A key assumption of Huber’s contam-

ination model is that the data on which we perform inference with is contaminated.
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This is not the case for the robust training method discussed in Chapter 7. Rather,

our formulation must assume that all of the data has the correct/true label (subject

to noise modelled accurately in the likelihood) in order to properly model an adver-

sary. Though the model that we study throughout this thesis is relatively orthogonal

to that of robust statistics, there is an interesting union between robust statistics and

local adversarial robustness which is called poisoning attacks which is discussed in

[116, 128].

Robustness to Model Misspecification Another important form of robustness

for Bayesian models to have is misspecification robustness. A Bayesian model is usu-

ally said to be misspecified if a ‘true’ or data generating model has no support in

the prior distribution either due to the form of the data (e.g., non-linear data, linear

model) or simply a poorly chosen prior (e.g., a Dirac delta prior mass on an incor-

rect model). In such cases, many of the Bayesian arguments regarding convergence

properties (e.g., Von Mises theorems) no longer hold. In learning settings related to

what is covered in this thesis [65] show that misspecified Bayesian linear regression

has posterior mass which diverges away from the error-minimizing and KL minimiz-

ing solution included in the prior. Moreover, in [166] they study the same settings

and find that BNNs can be similarly inconsistent. In general, the “solution” pro-

posed by both works is a modification to the objective. In [65] they find that in

misspecified settings adding a weighting factor η to the likelihood where η = 0 means

we do not update the prior distribution. In [64] the authors propose SafeBayes to

choose an optimal η to safe-guard against model misspecification and find that this

is able to mitigate against the perils of misspecification. In [166] the authors find

that variational methods are affected less by misspecification and hypothesize that

the difference in their optimization objective protects from misspecification.

Work on misspecification robustness is orthogonal to the local robustness pre-

sented in this thesis. Where misspecification robustness concerns model selection

we will assume that the modeler has chosen an appropriate model prior to learning.

Moreover, the methods for arriving at robustness guarantees in this Thesis can be

done on any posterior regardless of if it inconsistent due to misspecification.
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Chapter 3
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In this chapter, we introduce the notation and preliminary background to frame

our contribution. In particular, we start by briefly covering the standard frequentist

learning paradigm and using this to introduce deep learning. Next, we define the con-

cept of adversarial examples and local robustness. Using the widespread vulnerability

of deep neural networks to adversarial examples, we motivate the use of uncertainty

in deep learning and thus Bayesian learning of neural network parameters.

Notation A note on the mathematical notation used in this thesis is in order before

a discussion of methods and techniques. Real and natural valued variables will be

in standard italicized type, e.g., i. Vectors will be denoted by bold, lower-case type,

x with dimensions indexed by subscript, i.e., xi refers to the ith entry (equivalently,
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feature dimension) of the vector x. Unless otherwise noted, Greek letters (i.e., θ) will

represent vectors. Random variables and vectors of random variables will be denoted

using bold, italicized script, x. Similarly, a matrix or finite collection of matrices

will be denoted with an upper-case, bold, M, with italicized counterpart referring

to random variables over the matrix or collection of matrices M . We will use the

notation [n] to indicate the finite set of natural numbers, {1, 2, · · · , n}.

3.1 Deep Learning

Below, we cover the supervised learning paradigm in general and then proceed to

discuss deep learning as a parameterized class of functions for solving the supervised

learning problem. After this, we will discuss the engineering choices that dictate the

parameterization and architectural form of a given neural network.

3.1.1 Supervised Learning

One of the primary motivations for developing machine learning systems is to mimic

complex, observed phenomena for which simple generating or discriminating processes

are difficult to express in closed mathematical form or algorithmically. We can model

the process we would like to understand as a function: g : Rnin −→ Rnout . Given that

the task at hand, understanding the function g under observational noise, does not

have an intuitive underlying mathematical structure, we pose learning as trying to ap-

proximate g. By way of example, image classification poses the problem of extracting

semantic information from high-dimensional matrices. As it is not straightforward to

express what dictates semantic information in the space of matrices, we attempt to

learn to extract this information from a set of examples.

One of the most common settings used to learn a function g is the supervised

learning setting [11, 57]. In this case, we assume to have a set of observed inputs

and outputs from g which comprise our dataset. The dataset is defined as a finite

collection of input vectors x(j), and corresponding output vectors, y(j), according to

the true function g (some noise in the labels can be considered as an extension of

this setting). A collection of ndata of these observations forms our dataset: D :=

{(x(j),y(j))}ndata
j=0 , Where y(j) encodes the semantic meaning of x(j) that we would like

to extract. In this thesis, we will primarily consider two specific supervised learning

settings. Firstly, we consider the classification setting where y values are a finite

collection of elements called classes. Secondly, we consider the regression setting

where y values are continuous.
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The central idea behind supervised learning is that a function that performs well

at reproducing y(j) given x(j) from the dataset will also perform well given some

unseen (i.e., not in D) input point x∗ [11, 141]. Performance on unseen data is

known as generalization. Crafting a model which learns to generalize well is the main

challenge in supervised learning. Intuitively, if one performs well even on unseen data,

we reason that we have learned to extract meaningful semantic information from the

input vectors. There is a large body of work on generalization guarantees, theoretical

analysis of generalization, and empirical studies of generalization, all of which are

beyond the scope of this thesis [142, 141].

3.1.2 Deep Learning Architectures

Given a particular dataset, a neural network is a carefully chosen function f θ with

parameters θ ∈ Θ ⊆ Rnparam , which one hopes can approximate g, thus solving the

supervised learning problem. The dimensionality of a neural network’s parameters

θ are determined by the architecture. Together, the parameters and architecture

determine how a neural network maps the input space, Rnin to the output space

Rnout . Recall that we would like for this mapping to produce the output y(j) for each

given x(j). Practitioners must make several important decisions about the kind of

neural network they would like to employ [57]. This series of decisions constitutes

architecture selection and plays a vital role in accurately capturing the desired input-

output relationship. The primary decisions include: selecting the number of layers,

selecting the kind (and order) of layers, selecting each layer’s activation function, and

finally selecting a suitable likelihood function. Poor selection of any one of these

variables can lead to an unstable neural network or one which cannot approximate

the function of interest well. In this section, we cover different kinds of layers used in

neural networks, then we discuss activation functions, and finally discuss appropriate

likelihood functions for different problem settings.

3.1.2.1 Layers

The term deep neural networks references the potentially many parameterized trans-

forms (layers) that are applied sequentially in order to map the input to the output

space. In this section, we will cover some of the most foundational layers and describe

the elementary operations that make up common deep neural networks.
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Fully-Connected Networks Historically, the first and still the most important

neural network layer is the feed-forward fully-connected layer [102, 57]. To build a

description of this network, we start with the neuron. A single neuron is composed

of two operations: a sum, and a non-linear transformation. A neuron η has a vector

of weight parameters w ∈ Rk and a bias parameter b ∈ R. As a function, the neuron

η takes an input x ∈ Rk and performs the following computation: σ(b+
∑k

i=0 wixi),

where σ is the non-linear activation function (discussed in Section 3.1.2.2).

Now that we have covered the basic neuron, we can build a definition of a neural

network. The term network refers to a finite set of inter-connected neurons and

their corresponding computations as graphs (with each node being a vertex in the

graph and each input being an edge). To demonstrate one of the most fundamental

ways to connect a collection of nodes, we describe the fully-connected layer. The

computational graph between two adjacent layers of a fully-connected network forms

a complete, bipartite graph, which means that every neuron in layer l is connected

to (i.e., serves as input to) every neuron in layer l + 1. Thus, the output of the ith

neuron on layer l + 1 can be expressed as: η1+1
i = σ(b +

∑k
j=0 wjη

l
j), where k is the

number of neurons in the previous layer.

Notationally and conceptually, a fully-connected layer is best thought of as matrix

multiplication. This becomes more obvious when we think about the adjacency matrix

of a fully-connected bipartite graph. Between layers l and l+1 the adjacency matrix

of the bipartite graph is a matrix Wl ∈ Rm×k, where m is the number of neurons

in layer l and k is the number of neurons in layer l + 1. Each row in the matrix

(elements of Rk) represents the parameters of a single neuron. Further, each element

of the adjacency matrix Wl
i,j represents the weight between the ith node in layer l and

the jth node in layer l + 1. Thus, we will henceforth call this adjacency matrix the

weight matrix. We can notice the notational convenience of this representation by

succinctly providing the element-wise formulation of a fully-connected feed-forward

neural network:

z
(0)
j = xj, ϕ

(i)
j =

ni−1∑
k=1

W
(i)
jk z

(i−1)
k + b

(i)
j , z

(i)
j = σ(i)

(
ϕ
(i)
j

)
, j = 1, . . . , ni. (3.1)

The sum in the above equation is simply performing an inner product, thus, the

output of layer l + 1 can be written simply as: σ(Wl+1zl + bl+1). Thus, rather than

focusing on element-wise notation, the layer-wise formulation of a fully-connected
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layer can be simplified to the following forward iterative equations:

z
(0)
j = x(j),

ϕ(i) = W(i)z(i−1) + b(i), (3.2)

z
(i)
j = σ(i)

(
ϕ(i)
)
, (3.3)

Now that we have introduced the concept and mathematical definition of a fully-

connected layer, a word on terminology for different terms in the forward iterative

equations. Equation (3.2) is referred to throughout this thesis as the preactivation of

layer i as it is the value after the affine transformation (in this case an inner product)

but before the application of the activation function. The result of Equation (3.3) is

termed the output of layer i.

In principle, fully-connected networks which take an all-to-all connection approach

between layers are desirable as it is well known that with a wide enough fully-

connected layer one can approximate any continuous function with arbitrary precision

[34]. Moreover, their simple implementation as the application of an element-wise

non-linearity on an inner product makes their implementation on modern graphics

processing units (GPUs) very efficient.

3.1.2.2 Activation Functions

In previous sections on architectural choices we have alluded to the non-linear activa-

tion function σ. In this subsection we define different activation functions. Without

an activation function, the neural networks we have discussed so far would simply

linear mappings from Rnin −→ Rnout . In order to capture more complex, non-linear

relationships between the domain and co-domain, one introduces non-linearities at

the neuron level, which allows the network to conform to complex non-linear rela-

tionships that exist in the data. There are several activation functions that are very

commonly used in neural network architectures.

In recent years, the most ubiquitous activation function has been the rectified

linear unit (Relu). The Relu activation function, σ(x) = max(0, x), is simply a

threshold: if the value of the inner product of the neuron is positive, propagate

it forward; if it is negative, propagate a zero. The practical benefit of Relu units

is that they are fast to compute and differentiate and have shown to empirically

possess strong convergence properties even for large and complicated neural network

architectures. Moreover, Relu units are piece-wise linear activation functions, which

makes networks that exclusively use Relu amenable to verification procedures such
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as the simplex method and mixed integer linear programming. Very related to the

Relu function is the LeakyRelu, which modifies Relu with the introduction of an α

parameter: σ(x) = max(αx, x). By selecting α << 1 we have that the LeakyRelu

performs a similar operation to Relu, but propagates (“leaks”) negative values forward

through the network, albeit only a fraction of them (dictated by α). The motivation

for this modification is that the gradient of negative values in a leaky Relu will have a

non-zero derivative, whereas for standard Relu the gradient of the negative values will

evaluate to 0. This has shown some practical advantages over Relu, and maintains

the piece-wise linear nature of the Relu activation function.

Another common activation function is the hyperbolic tangent function (Tanh).

Unlike the varieties of Relu activations, Tanh is not piece-wise linear: σ(x) =
ex − e−x

ex + e−x
.

This removes the benefit of being amenable to sound and complete verification en-

joyed by Relu units. The benefit of this activation is that its co-domain is bounded:

[−1, 1]. This can make it particularly appealing as the final activation of a regression

problem with this range (further discussion below). However, its primary downside

is that the gradients saturate to 0 for input values with absolute value greater than

3, which can make gradients vanish in this range.

Final Layer Activations In general, the selection of activation functions for in-

termediate layers (i.e., non-final layers) is done via trial and error (or a more sys-

tematic/principled version of trial and error such as Bayesian optimization). That is

to say, there is no principled choice of activation function for a given network and

dataset. This is not the case for the final activation function, however, as the co-

domain of the final activation ought to match the co-domain of g, the underlying

function we are trying to mimic.

In the classification setting, one is interested in predicting the “class” given some

unknown feature vector x. The classes are a set of finite, mutually-exclusive groupings

of the observed feature vectors. Given that we have a set of nclasses ∈ N classes, the

typical deep learning framework models these classes via a one-hot encoding, whereby

the potential classes are each independently encoded as one of the unit basis vectors

of Rnclass which is then taken to be Rnout . Typically, the output prediction of a

neural network is then a vector from Rnclass , which is normalized to sum to one.

This is sometimes interpreted as the parameters of a multinoulli distribution [11].

The normalization of the class confidences is done via the application of the softmax
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function:

σc(f,x) =
exp(f θ

c (x))∑nclass

l=1 exp(f θ
l (x))

(3.4)

The softmax function results in a vector whose sum (over all values of c) is 1, and

which can be compared with the true/expected one-hot encoding vector. Throughout

the thesis, when in a classification setting, we will omit σ and refer to f θ
c (x) as the

cth-class softmax probability.

In regression, the choice is slightly less obvious as the co-domain of the function

of interest, g, is problem dependent. For example, if one would like to learn the

optimal drug dosage based on disease features, it makes sense to scale the output

between 0 and 1 (continuous), where 0 represents the prediction that no drug should

be administered and 1 represents the prediction that the patient should be given

the maximum tolerable dosage. For such problems, the sigmoid activation function

is normally used, σ(x) =
1

1 + ex
, as it has co-domain [0,1]. For other problems,

normalization is not necessary or conducive to a better model. For non-normalized

functions it is often that a linear activation, σ(x) = x, is used as it has unbounded

co-domain. The final layer activation functions will also play a key role in determining

the goodness-of-fit of our particular model.This is measured by the likelihood function

which will be discussed further in Section 3.3.2.

In this section, we have described how different layers correspond to different

parameterizations and transformations of our features. Without loss of generality,

we will assume for the rest of the thesis that, for a given architecture we have a

parameter vector θ ∈ Rnparams , which encodes all of the weights and biases for our

neural network. As an example, a neural network with K fully-connected layers has

θ = {W(k),b(k)}Kk=0. We also highlight that for all of the neural networks we have

discussed thus far, a particular parameter setting θ exactly determines the input-

output mapping of our network. As such, we call these neural networks deterministic.

3.2 Adversarial Examples & Local Robustness

In Section 3.1.1, we established that the goal of supervised learning was to accurately

mimic the output of a function g. We referenced the notion of generalization which is

the property that a function which performs well on the training set ideally performs

well on the test dataset as well. We also discussed the notion of a likelihood as a way

of minimizing error on the test set which ideally leads to good generalization [141]. In
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the seminal work of Szegedy et al [136], it was discovered that, despite strong general-

ization performance, neural networks possess a concerning vulnerability to adversarial

examples (for other machine learning models see [10]). An adversarial example is an

input to a neural network which, despite small, potentially imperceptible modifica-

tions to the input, causes large changes in the neural network’s output. It was found

that for nearly every input x to a state-of-the-art classifier an imperceptibly different

input x′ could be found such that the network misclassifies the input, despite being

correct on the original x. More concretely, it was found that a vector γ could be

found such that f θ(x) ̸= f θ(x+ γ) despite the fact that the magnitude of |γ| is small

(further formalization in the next section, Section 3.2.1).

We will begin by defining local robustness properties which, if satisfied, precludes

the existence of adversarial examples. Finally, we will discuss definitions pertinent to

the falsification and verification of local robustness properties.

3.2.1 Local Robustness Properties

Above, we introduced the concept of adversarial examples: inputs similar to those

naturally occurring in the test set that cause a neural network to produce an erro-

neous or perhaps dangerous output. Here, we formally define adversarial examples as

violations of a local robustness property. In particular, we say that a neural network f θ

is robust with respect to an input x if there is no perturbation of x within an allowed

input set T which causes the output of f θ to be incorrect or dangerous according to a

safe output set S. The adversarial examples in Szegedy et al [136] were particularly

worrisome because they are visually indistinguishable from the unmodified examples.

This property can intuitively be made more general by collecting all inputs, x′, which

are semantically similar to x, into a set T . In order to fully rule out the possibility of

adversarial examples, we are then interested in knowing if any input in T , typically

centered at an input x, causes the network to make an incorrect or unsafe decision.

Similarly to how we defined T , we collect all of the possible safe outputs in an output

set S. For classification, the set S may consist of all vectors corresponding to a correct

classification (e.g., a green traffic light). For regression, the set S may consist of all

output vectors within some tolerable error.

Definition 1 (Local Robustness Property). Given a neural network f θ, an input x,

an input set T ⊆ Rnin including x, and a set S ⊆ Rnout of safe outputs, we say the

network is {T, S}-locally robust if and only if

f θ(x′) ∈ S ∀x′ ∈ T (3.5)

32



We can then simply state the formal definition of an adversarial example as a

violation of this local robustness property (equivalently, when local robustness is not

satisfied):

Definition 2 (Adversarial Example). Given a neural network f θ, an input x, an

input set T ⊆ Rnin such that x ∈ T , and a set S ⊆ Rnout of safe outputs, we say that

an input x′ is an adversarial example iff:

x′ ∈ T ∧ f θ(x′) /∈ S (3.6)

Given both of these definitions, we will refer to a local robustness property as a

two-tuple which throughout the thesis will be denoted {T, S}. If a network satisfies

the conditions of Definition 1 we say it is robust. Conversely, if it satisfies Definition 2

then we say it is vulnerable or non-robust. One may also describe a network which is

locally robust at an input to be adversarially robust. Throughout this thesis, we will

make the distinction that adversarial robustness refers to the property of a network

being robust when measured on many inputs while locally robust concerns only a

single input.

On the selection of T Philosophically, one ought to select an input specification,

T , that models all inputs which are perceptually similar to the input of interest x (in

Definition 1). As T typically depends on a particular x we may write Tx to denote the

local input property w.r.t. a given x. Practically, a tidy mathematical expression of

such semantic similarity rarely exists and is highly problem dependent. Despite the

lack of a one-size-fits-all input specification, it is often the case that an ℓp-norm ball

is a general and interesting specification for most domains. We recall the definition

of an ℓp-norm ball centered at x here:

Definition 3. Given a vector x ∈ Rin the ℓp norm ball of radius ϵ around x is defined

as:

Bϵ,p(x) := {x′ s.t. ||x′ − x||p ≤ ϵ} (3.7)

One can select parameters of the norm ball (ϵ and p) in order to fine-tune the

input property to the domain. While this ball does not typically capture all of

the semantically similar inputs, it can be tuned to capture a subset of them; thus,

finding a counter example in this setting is still of great interest. The ℓp-norm ball

setting is able to express different specifications with different settings of p, namely

p ∈ {0, 1, 2,∞}. For p = 0, we recover the Hamming distance, which is simply a count
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of the number of dimensions which differ between x′ and x. For p = 1, we recover the

‘Manhattan’ distance which is simply the distance one would have to walk between

x′ and x if you were following a strict grid (as in a city blocks, hence Manhattan) in

each dimension. More intuitively, from a mathematical point of view, the Manhattan

or ℓ1 distance is just the sum of the absolute differences in each dimension. For

p = 2 we have the straight-line or Euclidean distance, which is perhaps the most

widely used distance metric in applied mathematics. In the study of adversarial

robustness, however, p = ∞ is the most widely used metric. Also known as the sup

norm, by definition, the ℓ∞ norm measures the maximum difference between any two

dimensions of the inputs. In other words, ||x − x′||∞ = maxi∈[n]|xi − x′
i| given that

x ∈ Rin. We note that the selection of ϵ ought to depend greatly on the selection

of p. For instance, if one chooses ℓ0 then the value of ϵ will be an integer between 1

and n. For ℓ∞, on the other hand, we would expect it to be in the interval [0, 1] if

the dimensions are normalized into that range. Further works, generally in fairness

(which has strong links to robustness [110]), investigates “balls” of input points within

a certain Mahalanobis distance of one another which allows the modeller to account

for intracorrelation between input features [159].

Before moving on to our discussion of measuring sensitivity in the output domain,

we discuss some popular domain-specific choices for ϵ and p to establish some more

concrete intuition for what is happening here. Given an image x ∈ RW×H×C (where

W is the width, H the height, and C the number of channels), it is common to select

p =∞ and to select ϵ in increments of 1/255. For ϵ = k/255, we interpret the norm

ball to test the property that if we change (at most) every pixel’s color intensity by

at most k/255 then the output should remain safe. For robotics, one may use the ℓ2

distance with an ϵ which corresponds to the expected positional noise of your sensors.

This property would correspond to the intuition that instrumental noise should not

greatly affect the prediction of the network, even in the worst case.

On the selection of S It is clear that, if a traffic light is red and is predicted to be

green (due perhaps to some noise in B1/255,∞), we would say that prediction is unsafe.

However, in general, it is difficult to determine what kind of change in prediction is

unsafe. Similarly to the input specifications there are some general measures which

are typically of at least some interest to each application, though it is usually true

that the more specific a property is to a given application the more interesting it is

to practitioners. For classification, generally one checks if there is an x′ ∈ T which

causes the classification to change arbitrarily. This would be modelled as S being
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all softmax vectors such that the true class is non-maximal. One could similarly

check if there is an x′ ∈ T which causes the network to output a particular, unsafe

class. This would be modelled as S being all of the softmax vectors such that the

particular unsafe class is maximal. For regression tasks, there is often some minor

tolerated noise in the output and this is typically expected to be bounded w.r.t. the

ℓ2 magnitude.

One typical specification of interest is the Lipschitz property of a neural network.

Formally, a network is Lipschitz continuous or k-Lipschitz continuous if it satisfies

the following property for all x(1),x(2): ||f θ(x(1))− f θ(x(2))||p < k||x(1) − x(2)||p. We

note that in the case of using Bϵ,p as well as an ℓq norm in the output space, one

is effectively providing a Lipschitz constraint on the function learned by the neural

network.

3.2.2 Computing Robustness Properties

While the task of defining local testing criteria for learning algorithms is challeng-

ing, computing the satisfaction of said robustness properties can be more challenging.

Over the past few years, techniques from optimization, convex relaxation, satisfiabil-

ity testing, and statistics have been used to great effect in computing local robustness

properties. Given the safety-critical nature of understanding the worst-case perfor-

mance of learning algorithms, it is imperative that these computations come with

some sort of guarantee. In this thesis, we use terminology from program analysis and

verification to describe the logical properties of an algorithm which attempts to prove

robustness. Following the standard definitions in [133] (page 328), with more in depth

treatment in [103], we introduce the concepts of soundness and completeness. Given

a logical property (e.g., satisfying the adversarial robustness formula in Definition 1),

an algorithm is sound if and only if if it never declares satisfiable formulas to be

unsatisfiable; n.b., sound algorithms are permitted to report an input is unsatisfiable

even if it is satisfiable. A trivially sound algorithm always returns that the property

is unsatisfiable for every input. An algorithm is said to be complete if all unsatisfiable

formulas are declared to be unsatisfiable; n.b. complete algorithms are permitted to

report that a proposition is satisfiable even if it is unsatisfiable. A trivially complete

algorithm returns that every property is satisfiable.

For further clarity, we restate these definition in the context of adversarial exam-

ples (violations) with respect to local robustness properties. These definitions can be

restated as follows:
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Locally Robust ∃ Adversarial Example
Passes Inpection Accepts Desirable Inputs Missed Violations
Flagged as Non-Robust False Alarms Caught Violations

Table 3.1: Potential outcomes of a robustness analysis.

• Soundness - The algorithm only declares a network robust if it proves no

adversarial example exists (equivalently, local robustness is satisfied). It can,

however, say that an adversarial example exists (equivalently, local robustness

is unsatisfiable) even if it does not.

• Completeness - The algorithm only declares a network vulnerable if the an

adversarial example exists (equivalently, local robustness is unsatisfiable). The

algorithm may declare that no adversarial example exists (equivalently, local

robustness is satisfied) when one does.

For clarity, we taxonomize the main three types of algorithms considered in this

thesis and illustrate their properties using Table 3.1: sound but not complete, com-

plete but not sound, and sound and complete. An algorithm which is sound but not

complete will only declare a network robust if it can prove that robustness property

(i.e., no adversarial example exists), but may fail to prove robustness. This is cap-

tured by allowing for all outcomes in Table 3.1 except it also allows for false alarms

to be made. So if a sound but incomplete method does not prove robustness that

does not necessarily entail that an adversarial example exists. Similarly, an unsound

but complete method (e.g., all adversarial attack algorithms) will declare a network

vulnerable if there is an adversarial example, but may not find an adversarial example

if they exist. This is captured by allowing for all outcomes in Table 3.1 except it also

allows for missed violations. That is, if an attack fails, that does not entail that no

adversarial example exists. Finally, a sound and complete method always reports if

an adversarial attack exists or if it does not. Regardless of the outcome of a sound

and complete algorithm we always know if an adversarial example exists. This is

captured by only the green outcomes in Table 3.1.

3.2.2.1 Falsification of Local Robustness

Perhaps the simplest way to gain information about Definition 1 is to attempt to

find some x′ ∈ T such that f θ(x′) /∈ S. If such an input is found then we say that

x′ falsifies the local robustness property of interest. We highlight that an x′ that

falsifies a local robustness property is exactly equivalent to an adversarial example
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in Definition 2. Given a neural network, finding an adversarial example is often

stated as an optimization problem. It is standard practice to set up a loss function

L := Rnout×nout −→ R which takes in a pair of neural network output vectors and

returns a score indicating how far away they are with respect to a metric/divergence

corresponding to the selection of S. The key idea here is that an input x′ which

maximizes L(y, f θ(x′)) will also lead to an input such that f θ(x′) /∈ S. By introducing

the loss function L, we then pose falsification as an optimization problem:

x∗ = argmax
x′

L(y, f θ(x′)) (3.8)

A common choice for the loss function is to minimize the likelihood of the model

(discussed further in Section 3.3.2); however, the loss used here and the likelihood

need not necessarily be related. We highlight that in [26], the authors survey a wide

range of potential loss functions for this problem and provide a thorough treatment

of best practices.

Having set up this optimization problem, there are, of course, a myriad of ways

that we may go about approximately computing x∗. Given that the goal of falsifi-

cation algorithms is to produce adversarial examples we call them adversarial attack

algorithms. Below, we will detail some of the different optimization algorithms which

have been successfully employed for approximately solving this problem.

Optimization Methods for Adversarial Attacks It is well known that, due

to its non-convex nature, the optimization posed in Equation (3.8) is NP-hard to

solve exactly [79]. As such, it is commonplace to attack the problem with standard

optimization approaches, namely, first-order methods. No matter the method, un-

sound algorithms which attempt to approximately solve Equation (3.8) are known

as adversarial attack algorithms. Because attack algorithms cannot guarantee to

find adversarial examples if they exist, they are inherently complete but not sound

algorithms.

Any attack which uses first-order optimization is not guaranteed to solve a non-

convex problem exactly. Thus, such attack algorithms are rendered unsound due to

the fact that, if they do not find an adversarial example, it does not mean that no

adversarial example exists. They are complete because, if an adversarial example is

found, then we can necessarily say that the network is not robust. In order to demon-

strate this, let us introduce one of the simplest gradient-based attack algorithms, the

Fast Gradient Sign Method (FGSM):
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Definition 4. Given a deterministic neural network f θ, an input x, an input set

T = Bϵ,∞ and an assigned output y, the fast gradient sign attack at x is given as

xadv = x+ ϵ ∗ sign
(
∇xL(y, f θ(x)

)
(3.9)

We notice that if there is no adversarial example inside of Bϵ,∞, that is, if f θ is

locally robust w.r.t. Bϵ,∞ and a given S, then certainly xadv will not be an adversarial

example. Similarly, we could arrive at a situation where only x′ = x + ϵ/2 is an

adversarial example for any ϵ vector. Yet, due to the nature of the computation in

Definition 4 we can never arrive at such an x′, and thus xadv will not be an adversarial

example. What these two cases demonstrate is the lack of soundness of the FGSM

attack: if we do not find an adversarial example using Definition 4 then we cannot

conclude anything about the local robustness property of interest. Despite the fact

that this is true for such a simple attack, it is also true for more complicated attacks

such as the Projected Gradient Descent (PGD) attack.

Definition 5. Given a deterministic neural network f θ, an input x, an input set

T = Bϵ,p and an assigned output y, the projected gradient attack at x is given as

x0 = x

xi+1 = projBϵ,p

(
xi + ϵ ∗ ∇xiL(y, f θ(xi)

)
(3.10)

where the projBϵ,p
operator projects its input vector onto Bϵ,p. In this definition, we

have overloaded the superscript to be the iteration counter rather than indicating dis-

tinct input points.

In principle, PGD is a much stronger and better attack than FGSM. A main dis-

advantage of FGSM is that, no matter what the size of the norm ball, FGSM will

use the direction of input gradient of the loss function at x and move to the edge

of the ball. PGD, on the other hand, will explore the interior of the norm ball by

iteratively recomputing the gradients at each step, see Equation (3.10). The cost

of PGD, computationally, over FGSM is that each iteration of PGD takes the same

computational time as a full FGSM attack, so a PGD attack generated with 100

iterations is 100 times more expensive than computing an FGSM attack. Similarly

to FGSM, however, PGD cannot guarantee to find a minimum of the optimization

problem posed in Equation (3.8). This becomes clear when we consider that Equa-

tion (3.8) is a non-convex optimization problem and, as such, has potentially many

local optimum which the PGD procedure could get stuck in: if we imagine that only

the global optimum is an adversarial example, then getting stuck in a local optimum
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means we will return a non-adversarial example despite the existence of an example

in T . Hence, the method is unsound.

3.2.2.2 Verification of Local Robustness

The abundance of adversarial examples in practice makes ensuring that they do not

exist for a given neural network and input pair a particularly attractive prospect.

This is exactly the goal of verification. As we have seen, when an adversarial attack

is successful we have concrete proof (in the form of a counter-example) that a local

robustness property does not hold. Verification, on the other hand, when successful

provides concrete proof that a local robustness property does hold. In essence, veri-

fication methods are necessarily sound methods. Further, some verification methods

are both sound and complete, meaning that if they are successful they have provided

a proof that a local robustness property holds and if they fail then they are able

to deliver proof that the local robustness property does not hold. In this section,

we will start by discussing such complete examples which typically take the form

of constraint satisfaction problems and will move on to an exposition of sound but

incomplete verification which includes convex relaxation techniques.

Optimization-Based Verification Unlike the general optimization problem posed

in Equation (3.8) (i.e., based on a loss function), optimization-based verification seeks

to solve a constrained optimization problem. In order to generate sound constraints

on a property of interest, one typically needs to place some restrictions on the form

of our neural network, f θ as well as on our local property {T, S} [79, 80, 21, 152].

By carefully constraining the kinds of neural networks and properties we consider, we

can generate constraint optimization problems which are amenable to mixed integer

linear programming algorithms, satisfiability modulo theory (SMT) solvers, and other

classical constrained optimization techniques such as the simplex method.

In order to build solvable constraints, current techniques rely on each activation

function in f to be piece-wise linear. Similarly, T and S are typically required to

consist of a conjunction of linear constraints [60]. Such constraints can be built for a

large class of output properties S such that the solution of the constraints corresponds

to exactly proving robustness [21]. Once these constraints are built, one inherits the

completeness and soundness of a solution from the solver that is chosen.

The primary advantage of using constraint solvers for verification of local robust-

ness properties is that they can be amenable to finding both sound and complete

solutions. However, this comes at great computational expense as the number of
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constraints that need to be solved grows quickly with the number of neurons in the

network and typically cannot handle inputs such as those for large-scale image clas-

sification.

Convex Relaxation for Verification Up until now we have focused on methods

that search for a worst-case adversarial input. When using gradient-based optimiza-

tions we found (generally) suboptimal solutions which constitute adversarial exam-

ples. However, these processes are unsound. In this section, we will focus on convex

relaxation as a away of generating sound but incomplete information about local ro-

bustness properties. The most common form of sound but incomplete guarantee for

neural network comes by way of bound propagation [54, 60, 150]. In [54], the au-

thors propose an abstract interpretation framework which allows them to propagate

an input specification T through the neural network such that the output result is

an over-approximation of the reachable outputs from any input in T . More formally,

their propagation methodology results in an output interval (or convex shape) Ŝ such

that the following holds: ∀x ∈ T, f θ(x) ∈ Ŝ. It then suffices to check that the out-

put of the propagation Ŝ is a subset of the safe set that defines the local robustness

property, Ŝ ⊆ S. If this is the case, then we know that the network is necessarily safe

with respect to the input interval T .

One drawback of this method is that we can only express certain kinds of spec-

ifications T exactly (i.e., those which are exactly expressible by a class of abstract

domain). For input specifications which are not easily expressed as one of the abstract

domains presented in [54], one must make an over-approximation of T with a larger

set T ⊂ T ′ such that T ′ is expressible in an abstract domain. Despite this drawback,

it was shown in [60] that the most basic abstract domain, intervals, has very desirable

properties in terms of the tightness of Ŝ. Below, we detail the specifics of abstract

interpretation when using the Box (equivalently, the interval) abstract domain. This

is known as Interval Bound Propagation (IBP).

The key idea behind IBP is to use intervals over each feature dimension in order

to build an over-approximation of T . That is, given an input x we would like to have

an input interval [xL,xU ] such that xL
i ≤ xi ≤ xU

i for i ∈ [nin] and T ⊆ [xL,xU ].

Given that these two things are true, the goal is to pass the entire interval [xL,xU ]

through the neural network.

In order to compute a forward pass with respect to an interval [xL,xU ] we can

notice that the pre-activation (the second equation in our iterative equations for a
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forward pass) is simply a linear transformation and thus we can straightforwardly

push our bounds through by taking an element-wise minimum and maximum:

ζL = W(i)zL,(i−1) + b(i)

ζU = W(i)zU,(i−1) + b(i)

ϕL,(i) = min
(
ζL, ζU

)
ϕU,(i) = max

(
ζL, ζU

)
where we stress that the latter two are element-wise minima and maxima, respectively.

Next, we have the application of the activation function σ which, if it is monotonically

increasing (note all of those discussed in this thesis are), then we have that:

zL,(i+1) = σ(ϕL,(i))

zU,(i+1) = σ(ϕU,(i))

By setting the base case to be zL,(0) = xL and zU,(0) = xU we can propagate

through these equations to get sound upper and lower bounds on the output of the

network. One observations about the above equations is that the element-wise max-

imum and minimum are slower and more inconvenient than linear operations. We

can employ the slightly less intuitive, but computationally faster method of interval

bound propagation proposed by [60].

For regression tasks, it is clear that the outputs give us the highest and lowest

values for each of the target variables. Therefore the worst-case likelihood reachable

from a given IBP pass is simply the element-wise maximum of the difference between

the target and the output interval [yL,yU ] note yL,yU are equal to the final zL, zU

in the above equations). For classification, on the other hand, we must take special

care to propagate our bounds properly through the softmax function. This can be

accomplished by taking the lower bound for the logit of the true class and the upper

bound for the logit of all other classes and passing them through the softmax.

3.2.3 Adversarial Training

Nearly as quickly as adversarial examples were discovered, adversarial defences were

proposed. In [58], the authors propose to inject their adversarial attacks into the

neural network training procedure as a method of making neural networks resistant

to adversarial attack. The authors propose to use the following error model:

AdvErr(f θ,x,y) = λCE(f θ(x),y) + (1− λ)CE(f θ(xadv),y) (3.11)
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where the function CE corresponds to the cross entropy likelihood function, Equa-

tion (3.15). The same principle can straightforwardly be applied to other error func-

tions such as the mean squared error that corresponds to a Gaussian likelihood.

Following this proposal in [58], Madry et. al. [101] propose a modification of this

loss function in conjunction with their development of the PGD attack. Namely,

they consider the loss in Equation (3.11) with λ = 0. Such a setting creates an

error which only sees adversarial signal. The authors note the relationship between

this kind of adversarial training and robust optimization in that it can be seen as a

minimax formulation. This is clear when we reconsider our optimization formulation

of adversarial examples given in the above section, e.g. Equation (3.8), and plug it

into the second term of Equation (3.11). The major downside of the robust optimiza-

tion scheme for adversarial training is that it can be very hard to learn an initially

good function. That is, if the adversarial noise is strong enough then the adversarial

noise will render the learning step intractable. In practice, it is common to place the

hyper-parameter λ on a schedule which sees it starting at 0 (i.e., learning on natural

data) and ends in the later stages of learning with λ >> 0. Gradually increasing

the magnitude of adversarial noise during training has shown to lead to much better

performing (in terms of accuracy) models, which also display heightened adversarial

robustness.

In practice, the results from the methodologies outlined above are mixed. In par-

ticular, it is found that training against a particular attack can introduce adversarial

overfitting. This is a phenomenon in which a neural network is trained with xadv

coming from a specific attack method which causes the network to learn to be robust

only with respect to that attack method and not against others. For example, if we

consider an FGSM adversary on an Bϵ,∞ specification then we also know that our

adversarial examples are only coming from the outermost shell of Bϵ,∞ as each each

feature is maximally perturbed as prescribed by the definition of the attack (Defi-

nition 4). This can lead to networks which are robust to the natural point x and

to adversarial examples which lie exactly on the shell of the input specification, but

which are non-robust when we consider attacks that return points in the interior of

Bϵ,∞. It is often observed that networks that are trained with FGSM are not robust

against PGD, for example.

One could naively train against many attacks at once in the hope of being robust

to all possible attacks; however, new attacks on deep learning models are developed

every month and so it is hopeless to try to incorporate every attack possible. Instead, a

solution to adversarial overfitting can be found in [60], which trains not on a specific
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attack, but on the output of a convex relaxation such as IBP. By training on a

likelihood which is based on IBP, one is training against an output which is guaranteed

to be worse than anything an adversary could produce and is therefore defending

against any feasible attack. This method was shown to be extremely promising and

gives state-of-the-art defense against adversarial attacks. For classification, this is

done practically by taking the upper and lower bounds (as computed by IBP) and

computing the minimum of the softmax output of the true class as:

σmin
c (f,x) =

exp(f θ,L
c (x))

exp(f θ,L
c (x)) +

∑
l ̸=c exp(f

θ,U
l (x))

(3.12)

where, as before, f θ,L
i (x) and f θ,U

i (x) are the lower and upper bounds on the ith logit

(final pre-activation of the neural network) as a result of interval bound propagation

procedure described in Section 3.2.2.2. This lower bound on the softmax of the true

class can then be substituted in for the adversarial term of Eqn. (3.11) to arrive at

the training proposed in [60].

3.3 Bayesian Learning for Neural Networks

In our previous sections, we have discussed deep learning, some of the important

decisions and pitfalls of developing a neural network for a given application as well as

the vast safety and security concerns that are adversarial examples. In an idealised

setting, the Bayesian learning paradigm solves many of the vexing problems we have

brought up. In particular, architecture choices can be made by way of type II inference

[11], overfitting is theoretically a non-issue [99], and more recently it was shown

that even adversarial examples can be excluded from the list of worries when using

Bayesian neural networks [23]. Unfortunately, the idealised Bayesian deep learning

scenario exists in several unrealistic limits, and thus it is rare for these idealised

conditions to be realized at a large scale.

Despite this, in this section we describe how Bayesian learning of neural networks

differs from frequentist learning. We then describe some of the new modeling choices

that need to be made, and the different approximate Bayesian inference methods that

can be employed for neural networks. While these approximate inference methods

prevent us from reaching the theoretical guarantees which are optimistically stated

in [11, 99, 23], we spend the next four chapters of the thesis developing practical

(robustness) guarantees for Bayesian neural networks resulting from any inference

method.
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3.3.1 Bayesian Learning

The difference, philosophically, between Bayesian and frequentist learning (equiva-

lently, maximum likelihood) is well summarized by Bishop in [11] on page 22 (amended

to reflect the notation used in this thesis):

In a frequentist setting, θ is considered to be a fixed parameter, whose

value is determined by some form of ‘estimator’, and error bars on this

estimate are obtained by considering the distribution of possible data sets

D. By contrast, from the Bayesian viewpoint there is only a single data

set D (namely the one that is actually observed), and the uncertainty in

the parameters is expressed through a probability distribution over θ.

This quote prompts us to think about how to arrive at a distribution over θ and

exactly how this translates to practical uncertainties. The ingredients necessary to

arrive at an appropriate distribution over the parameters of our neural network are

prescribed by Bayes’ theorem:

p(θ|D) = p(D|θ) p(θ)

p(D)

Given that this thesis deals exclusively in the supervised learning scenario, in

which D = (X,Y), we will sometimes want to express Bayes’ theorem in terms of

these components. Moreover, we will often concern ourselves with the unnormalized

form of the posterior in which the evidence term, p(D) above, is omitted. This leaves

us with the following form of Bayes’ theorem:

p(θ|X,Y)︸ ︷︷ ︸
Bayesian Posterior

∝ p(Y|X, θ)︸ ︷︷ ︸
Likelihood

p(θ)︸︷︷︸
Prior

(3.13)

In this equation we see that the primary two components of the posterior are

the likelihood, which measures the goodness-of-fit of a particular parameter setting θ

[11], and the prior distribution, which encodes our prior beliefs about the plausible

data-generating functions [109]. Both of these are discussed in detail in the follow-

ing two subsections. By taking the product over these two spaces (which requires

marginalization), we arrive at the posterior distribution for our neural network.

Of course, in order to solve the supervised learning problem, we must use this

posterior distribution to make predictions about a new, unseen datapoint x∗. In the
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Bayesian setting, one uses the posterior predictive distribution in order to express

beliefs about unseen data:

p(y∗|x∗,X,Y) =

∫
p(y∗|x∗, θ)p(θ|X,Y)dθ (3.14)

we can see that the posterior predictive distribution is made up of the product of our

likelihood with our posterior distribution [50].

3.3.2 Likelihoods

The task of the likelihood in both the frequentist (equivalently, maximum likelihood)

setting and the Bayesian setting is to measure the goodness-of-fit of a particular

parameter setting θ [11]. In both, modellers are interesting in finding good parameters

for our neural network. Of course, this is vague as we have not established any

concrete notion of the goodness of a given parameter setting. This is the function of

the likelihood.

Given a neural network f θ (architecture and parameters), we are interested in

understanding how likely it is to observe the true labels of our data. Recall that the

goal of supervised learning is to reproduce the label y for each input x in the dataset.

In order to check how good a model is at this task, we use the likelihood to compare

the network’s output (under some assumed observational noise) against the true or

expected label. For regression, the likelihood is probabilistically modelled as:

p(y(j)|x(j), θ) = N (y(j)|x(j), θ, τI)

which is simply a Gaussian distribution centered at the prediction with the identity

covariance scaled by a vector τ to model the noise in our observation dimensions.

In the maximum likelihood setting, one typically only cares about maximizing the

mean of this Gaussian as the covariance term is independent of the observed data

[11]. Thus, one seeks to maximize this likelihood by minimizing the mean squared

error:

1

2

ndata∑
i=0

||f θ(x(j))− y(j)||2

One can see that the above function has a true minimum when the output of

f θ(x(j)) is equal to y(j) for all observed input points, and given that the covariance of

the likelihood does not depend on the model output, this maximizes our likelihood.

For classification, the likelihood is given by an interpretation of the softmax output as
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the parameters of a multinoulli distribution. In this case, we have that the likelihood

of observing y(j), which represents true class c is given as:

p(y(j) = c|x(j), θ) = f θ
c (x

(j))

That is, we take the cth element of the output of the neural network (from the

softmax activation function defined in Equation (3.4)) to be the class probability and

thus the likelihood. Similarly to what was done for the Gaussian likelihood case, we

then minimize error, which in this case is the well-studied cross-entropy error:

ndata∑
i=0

nout∑
i=0

y
(j)
i log(f θ

i (x
(j))) (3.15)

Again, we see that this function has a single minimum when the multinoulli assigns

probability of observing the true class as 1 (f θ
j=c(x

(j)) = 1). Further discussion of

these likelihoods and errors can be found in [11, 141].

To finish our discussion of the likelihood, we can consider now that we have our

entire dataset D = {X,Y} which, as before, is made up of ndata input-output pairs,

{x(j),y(j)}ndata
j=0 . By assuming that each of these observations are independent and

identically distributed given θ, we can measure the likelihood as:

p(Y|X, θ) =

ndata∏
j=0

p(y(j)|x(j), θ).

We can return to a general view of the supervised learning framework is that the

ndata-many observations we have from the data manifold accurately captures the joint

distribution between the data and their labels. If this is true, then, given a new data

point i.i.d. from the same distribution as D, and a model which has minimized the

error on the ndata previously seen points, we expect the model to perform well on this

new, unlabeled point. Of course, this is exactly what we discussed as the primary

goal of the supervised learning framework and that is a notion of good generalization

to unseen data. Throughout the thesis we highlight that the notation f θ refers to

the output of a neural network with respect to a single parameter setting θ, where

fθ refers to the output over the random variable θ distributed according to p(θ|D).

3.3.3 Priors for Bayesian Neural Networks

In the Bayesian learning setting the prior distribution is meant to be chosen according

to some practical or aesthetic functional bias. We have already pointed out that, given
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a neural network architecture, the parameter setting θ fully determines the input-

output mapping of the function. As such, a probability over θ induces a probability

over input-output mappings (i.e., functions). The prior probability distribution over

θ is the distribution over functions before we have seen any data. As such, the prior’s

theoretical role in the Bayesian learning framework is to express our beliefs about

the set of functions that we think g (the function we aim to mimic in the supervised

learning framework) might come from. For example, if we know some functional

property about g (e.g., rotation invariance) before any data has been observed then we

would encode that into our prior distribution by placing high probability on functions

which exhibit such a property (e.g., rotation invariance).

Unfortunately, in deep learning there is not a establishing a correlation or method

for completely understanding how a prior over θ corresponds to a prior over func-

tions is still an open problem [143]. That is, it is difficult to compactly express or

approximate all of the functions which may exhibit a desired property (e.g., rotation

invariance or even smoothness). This difficulty understanding the precise relationship

between a particular weight space setting and the function it corresponds to with a

given neural network makes it challenging to make a principled choice of prior in

Bayesian deep learning. In practice, one often selects an uninformative prior, which

is a wide Gaussian prior with diagonal covariance. The intuition for this selection

is that a Gaussian prior on each parameter of the network allows us to have some

probability density over a wide range of values, and if the network is expressive this

directly translates to a wide range of functions.

While in principle we would like to make a better selection for our prior, this is still

an active and promising area of research in the Bayesian deep learning community. In

[85] the authors use empirical Bayes to learn a weight prior from maximum likelihood

estimates. In [156], the authors check weight-space samples for their function space

properties and construct a prior based on weight settings with favorable functional

properties. For deeper discussion of priors in Bayesian deep learning, we reference

interested readers to the Thesis of Nalisnick, [109].

3.3.4 Approximate Bayesian Inference

Another major hindrance to the idealised application of Bayes’ rule to neural network

parameters, outside of the difficulties with the prior, is the reliance on marginalization

over the parameters. Directly computing the unnormalized version of Bayes’ theorem

depends on us being able to compute an integral over the entire parameter space.

Given both the size (in terms of number of parameters) and highly non-linear nature
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of deep neural networks, makes this marginalization intractable in practice [50, 113].

In order to get around this, one must rely on approximate inference techniques. There

are two primary forms of approximation that can be made. The first is to take a

sample-based approximation. This involves exploring a Markov chain and sampling

a finite number of neural networks proportionally to their probability in the true

posterior. The second approximation that can be made is a variational one. This is

where the modeller chooses a parametric distribution which one hopes is expressive

enough to faithfully approximate the true posterior. In this case, one can approximate

Bayes’ rule by updating the parameters of this chosen distribution. We detail further

specifics and developments below.

Markov Chain Monte Carlo Hamiltonian Monte Carlo (HMC) approximates the

posterior by defining a Markov chain whose stationary distribution is p(θ|D). The

primary advantage of such an approach is that in the limit of infinitely many samples,

HMC will converge its stationary distribution, in this case, the true Bayesian poste-

rior distribution. HMC proceeds by exploring the Markov Chain using Hamiltonian

dynamics to improve efficiency of the exploration. This is achieved by alternating

between sampling from the potential energy function, U(θ) = − log(p(θ)), and mov-

ing around the weight space by following the dynamics described by a kinetic energy

function, K(v) =
∑nparams

i=1 v2i /(2mi), given over auxiliary momentum variable v. The

hyper-parameters mi, the mass of the Hamiltonian system, has the empirical effect

of trading exploration with exploitation of the weight space [114].

Despite its scalability issues, HMC is considered to be the gold standard of

Bayesian inference for neural networks. This is due to its ability to capture the exact

posterior in the limit of samples. Despite this, reliance on computing the gradient of

the network’s parameters w.r.t. the entire dataset (i.e., the full-data gradient) can

become computationally infeasible as the number of input dimensions or the number

of datapoints grows. More recently, MCMC methods have been approximated by

relaxing the reliance on the computation of the full data gradient instead opting for

stochastic gradients, which are used in conjunction with various correction terms to

reduce potential errors in inference [32, 147], though these are not studied in this

thesis.

Variational Inference (VI) Given that we cannot analytically compute the true

posterior probability of our neural network parameters, a common approximation is

to fit a variational posterior. This is done by taking a parameterized distribution
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(e.g., a Guassian distribution) and attempting to infer the parameters of the dis-

tribution rather than the potentially-much-more complex true posterior over neural

network parameters. Formally, we take an approximating distribution, qω(θ), param-

eterized by ω and try to infer a parameter setting ω such that our posterior and

variational approximation are as close as possible. This is the key difference between

this approach and MCMC-based methods: variational inference methods replace ap-

proximate marginalization with approximate maximization. The measure of closeness

of our variational posterior to the true posterior is measured by the Kullback–Leibler

(KL) divergence [88]:

KL(qω(θ)||p(θ|D)) =
∫

qω(θ)log

(
qω(θ)

p(θ|D)

)
dθ (3.16)

Finding the value of ω which minimizes this divergence is not generally possible,

but we can compute a local minimum [50]. This is typically done via the evidence

lower-bound objective (ELBO) which is formulated [16]:∫
qω(θ)log p(D|θ)dω −KL(qω(θ)||p(θ)) (3.17)

= Eθ∼qω(θ)[log p(D|θ)]−KL(qω(θ)||p(θ)) (3.18)

which is so-named due to the fact that it lower bounds the evidence term p(D). Once

we have computed an approximately optimal ω, we are able to use the variational

posterior qω(θ) as a surrogate for the true posteriors in all of our inference equations

(e.g., the posterior predictive, Equation (3.14)).

While finding the optimal θ does not guarantee convergence to the true posterior of

the BNN, variational methods have significant scalability advantages [115]. Moreover,

a number of variational methods have been developed in the literature which have

uncertainty and scalability properties that are promising for Bayesian deep learning.

In the following chapters, we will compare and contrast the scalable variational

inference methods that are used in this thesis. Blundell et. al. [16] introduced Bayes

by Backprop (BBB), a stochastic gradient method to update the parameters of the

variational distribution using KL divergence. By computing the gradient of the of

both mean and variance terms (by way of the reparameterization trick) with respect

to the ELBO objective, BBB derives an update which provided an early and popular

method for scalable variational inference for neural networks. In [162] and concur-

rently in [82], the authors devise a family of even more scalable inference algorithms,

from which we focus on the Noisy Adam (NA) implementation given in [162]. In

Noisy Adam (and Vadam in [82]), the authors achieve greater scalability updating
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both mean and precision (inverse of the variance) by approximately computing the

natural-gradient, the gradient of the ELBO scaled by the Fisher information matrix

(FIM). A key practical observation of these algorithms was noticing that the popular

optimizer Adam [84] was only a reparameterization trick and an approximate Hes-

sian computation away from having updates corresponding to the natural gradient

update for the variational posterior. In [115], the authors reintroduce the variational

online Gauss-Newton (VOGN) algorithm originally proposed in [82], but make the

approximation of the Hessian faster via parallelization. The final algorithm we employ

in this thesis is the Stochastic Weight Averaging-Gaussian (SWAG) algorithm from

[100]. Unlike the other methods, this algorithm simply collects the final n iterates

from stochastic gradient descent and takes their sample mean and variance to be the

approximating variational distribution. We note that in principle, this computation

is a fairly harsh approximation to Bayesian learning principles.
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Chapter 4

Defining Local Robustness for
Bayesian Neural Networks
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In this chapter, we formally introduce the problems that this thesis sets out to

solve. In doing so, it is pertinent to cover further particulars and background of the

Bayesian learning paradigm and its application to neural networks. The ultimate aim

of this chapter is to bridge the concepts of local robustness and deep learning covered

in the background chapter with Bayesian learning, and in doing so we formulate a

theory of local robustness for Bayesian neural networks. We leave practical consid-

erations such as computational methodology, trade-offs, guarantees, and particular

parameters to later chapters.

We begin by recalling the definitions of local robustness and Bayesian neural

networks and highlight some basic difficulties of straightforward application of local

robustness in the Bayesian setting. We then introduce two distinct but related def-

initions of local robustness for Bayesian neural networks. The first, in Section 4.1,

is probabilistic local robustness, which considers both the robustness and inherent
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stochasticity of our Bayesian model, and the second, in Section 4.2.1, which considers

the local robustness of the optimal Bayes’ decision. Throughout, we focus on Ex-

amples 1 and 2 in order to develop intuitions and motivations for these notions of

robustness.

4.1 Probabilistic Robustness of Bayesian Neural

Networks

4.1.1 Defining Probabilistic Robustness

In order to connect Bayesian learning to adversarial robustness, we first recall the key

facets of our definition of adversarial robustness for deterministic neural networks.

Given a deterministic neural network f θ and a local robustness property {T, S} we
have that f θ is robust to the local robustness property iff:

f θ(x′) ∈ S ∀x′ ∈ T

Of course, given that we would like to measure the local robustness of a Bayesian

neural network, a natural first step is to try to simply swap the deterministic neu-

ral network in the above definition for a probabilistic (namely a Bayesian) neural

network. Definition 1 is a binary predicate expressed about the behavior of a single

function. In the Bayesian setting, we do not have a single function but instead a

probability distribution over functions. Here, we are not concerned with making a

binary statement about a distribution over functions. Instead, we can propagate the

local robustness property through the probability over functions in order to arrive at

what we define as Probabilistic Local Robustness :

Definition 6 (Probabilistic Local Robustness). Given a Bayesian neural network fθ,

where θ is distributed according to p(θ|D), an input set T ⊂ Rnin such that x ∈ T

and a set S ⊆ Rnout of safe outputs, we define probabilistic local robustness as

Probθ∼p(θ|D)

(
f θ(x′) ∈ S ∀x′ ∈ T

)
(4.1)

While probabilistic local robustness and the deterministic local robustness prop-

erty are notationally very similar, they are semantically and practically distinct. This

distinction is perhaps most obvious when we consider that deterministic local robust-

ness is either 0 or 1 while probabilistic robustness can take any value between 0 and

1, inclusively. Semantically, probabilistic local robustness represents the probability

that a function realized from a sample of the Bayesian neural network model satisfies
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the local robustness property. As such, this definition can be seen as a measure of

robustness for the Bayesian posterior that takes into account the stochasticity of the

model. One of the first obvious drawbacks to this is that it is no longer clear if a

network with a probabilistic local robustness of 0.513 is susceptible to adversarial

example. The loss of direct correlation between deterministic local robustness and

probabilistic local robustness is addressed in the next section. Here, we recall intuitive

reasons to consider probabilistic robustness by first examining a pair of examples.

4.1.2 Examples, Intuition, and Motivation

In order to motivate and gain further intuition about probabilistic local robustness,

we provide and discuss two running examples, one from classification and the second

from regression. In each example we give both a visualization in Figure 4.1 as well as

comprehensive breakdowns of how each classifier affects the probabilistic robustness

of the Bayesian neural network.

Classification Case In Figure 4.1a, we are given four training data points (D :=

{v1, v3, v5, v6}) which pose a binary classification problem. The black dots and white

dots are taken to be from some arbitrary positive and negative classes, respectively.

The Bayesian ensemble is then comprised of the many colored lines which separate

the plane into positive and negative halves, with the negative half being above and

the positive half being below. We have represented the posterior as having discrete

support on classifiers which have high likelihood, that is, they all perfectly split the

given four data points.

We also plot two held out test set examples ({v2, v4}), which we may want to use

in order to measure the robustness or generalization properties of the given Bayesian

neural network. Marked as hollow points colored by their correct class, these two

data points fall in a previously sparse region of the input space. As such, classifiers

from the posterior given the original data have varying degrees of success classifying

these points. We notice the orange classifier has a high bias towards predicting the

positive (black) class while the blue classifier has a high bias towards predicting the

negative (white) class, and that both classifiers are incorrect on one of the two test set

examples. Further, we have the yellow, green, and purple classifiers, which correctly

splits both the original data and the held out examples.

While the models have varying success classifying the point-wise class of the test

inputs, we can further consider a local adversarial robustness property of the test
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(a) An example of classification in the plane
with a Bayesian neural network.
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(b) An example of 1 dimensional regression
with a Bayesian neural network.
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Bayesian Posterior Density

(c) The posterior mass for the Bayesian neural
network in our running examples.

Figure 4.1: Probabilistic robustness example figures. Subfigure (a) encapsulates a
classification problem where each point is labelled either white or black. Subfigure
(b) encapsulates a regression problem in which we are trying to predict a 1D output
from 1D inputs. In both cases, unseen inputs are donut points where training points
are solid. Each local robustness property has its boundaries outlined with dotted red
lines.
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inputs. In particular, we have visualized an ℓ2 ball around each test input parame-

terized by some value ϵ. Because this is a classification problem, it is most natural

to consider whether or not the classification is consistent inside of the given ball.

One can visually check if the input-output constraints are satisfied by simply check-

ing if the decision boundary intersects the ϵ-ball. If it does, then we know that the

classification is not consistent inside of the ball.

Given that (in this example) we have a posterior ensemble with discrete support,

we can enumerate the different contributions of each classifier to a points’ local ro-

bustness. We highlight that for either point we choose the analysis remains the same

albeit with different posterior probability values. We arbitrarily choose to compute

the probabilistic robustness of the positive (black) class example which is labelled v4.

In order to compute probabilistic local robustness, it is necessary to marginalize over

the entire ensemble i.e., probability density over the weights of a neural network (see

Figure 4.1c). In this case, the ensemble is represented only in function space and

not in weight space and so we can go through the color coded ensemble. Firstly, the

blue network consistently assigns the wrong class inside of the ball and therefore does

not contribute any probability to the local robustness. Similarly, the purple classi-

fier despite being correct in a majority of the ball’s mass is not totally consistent

and therefore contributes nothing to the probabilistic robustness. Finally, the yellow,

green, and orange classifiers are all consistent and correct inside of the ball and there-

fore would all be considered locally adversarial robust w.r.t. the black test input and

the given specification. The yellow classifier contributes 0.35 probability mass to the

probabilistic robustness, the green contributes 0.21 and the orange contributes 0.10,

according to the discrete probability mass given in the legend Figure 4.1c. Thus,

the probabilistic robustness of the positive (black) test set example w.r.t. the given

discrete posterior probability mass is 0.66.

Regression Case In Figure 4.1b we pose a regression problem that is analogous

to the classification problem explored in Figure 4.1a. In this problem we have a

single feature dimension (labeled x) and a single output dimension (labeled y), and

we are tasked with fitting functions to four given training examples (grey points,

D := {v1, v3, v5, v6}) and we would like to measure the probabilistic robustness of the

model with two held out test set examples (grey donuts {v2, v4}). We have again

represented a hypothetical Bayesian posterior with discrete support. The functions

in this Bayesian ensemble have again been represented in function space and for
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convenience include functions which (nearly) interpolate the training points and thus

would have high likelihood on the observed data.

For each test set example, we consider a local robustness property consisting of

ℓ∞ balls in both the input and output spaces. In particular, we have some Bϵ,∞ in the

input space and Bδ,∞ in the output space. Thus, given a function f θ and an input-

output pair, (x,y), we would like to check that ∀x′ ∈ Bϵ,∞(x), f θ(x′) ∈ Bδ,∞(y).

A visual intuition is given for this by the red boxes outlined with dotted lines in

Figure 4.1b.

Again, given our function-space visualization and that the Bayesian posterior has

discrete support, we can walk through the computation of probabilistic robustness

for this ensemble. Given the test input v2, we can iterate through each function and

decide its contribution to the probabilistic robustness. For each checked function, we

would like to ensure that the input and output constraints are met and this amounts

to ensuring that every portion of the function is within the bounds of the accepted y

values (vertically) for every x value (horizontally). For example, we can see that both

the yellow and orange functions respect the given property and contribute probability

0.35 and 0.10 to the robustness respectively. The blue and purple functions, while

they are inside of the accepted output range for some x values, do not respect the

property everywhere and thus contribute nothing to the probabilistic robustness as we

must consider the worst-case for each function. Finally, the green function does not

respect the property anywhere and therefore also contributes nothing to the ultimate

probabilistic robustness. This leaves the following ensemble with a robustness of 0.45.

4.1.3 Applications

Connection to Uncertainty As we have established, one of the primary reasons

to prefer a Bayesian neural network over a deterministic neural network is the ability

to reason about uncertainty through the language of probability. When reasoning

about uncertainty, it is common to consider the variance of our posterior predictive

distribution. Where we take the variance to be the squared deviation between outputs

and the expected output, we have that the uncertainty captured by the variance of

the posterior predictive is given by:

V arθ∼p(θ|D)(f
θ(x)) := Ep(θ|D)[f

θ(x)− Ep(θ|D)[f
θ(x)]]

A related quantity is the variation ratio which is defined as:

1

M

M∑
i=0

I[f θi(x)−Eθ∼p(θ|D)[f
θ(x)] > δ] −−−−→

M→∞
Probθ∼p(θ|D)(f

θ(x)−Eθ∼p(θ|D)[f
θ(x)] > δ)
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where I is the indicator function returning 1 where the inequality is true and 0 oth-

erwise.

Intuitively, this is the probability that the output of a given function from the

posterior deviates from the mean classification by more than a user-selected quantity

δ. Interestingly, this property has been used in Bayesian learning (in both Gaussian

Processes and Bayesian neural networks) to flag adversarial examples, though with

mixed success [62]. Our notion of probabilistic robustness can be related to this

quantity with relative ease. Where we take the output property we would like to test

to be S = Bδ,E[fθ(x)], we recover a version of the worst-case variance:

Probθ∼p(θ|D)(f
θ(x′) ∈ Bδ,Eθ∼p(θ|D)[f

θ(x)] ∀x′ ∈ T ) (4.2)

= Probθ∼p(θ|D)(f
θ(x′)− Eθ∼p(θ|D)[f

θ(x)] < δ ∀x′ ∈ T ) (4.3)

which is precisely the same as the variation ratio proposed for flagging adversarial

examples, except that we have removed the point-wise dependency on a single input

x and replaced it with the input property of interest T . So, under certain conditions,

it is intuitive to consider the probabilistic robustness of a Bayesian classifier as a local

extension of a point-wise uncertainty measure.

Application to Model Selection We have noted that computation of probabilis-

tic robustness is semantically interpreted as the probability that a given function

sampled from the posterior is robust. As such, it can be seen as a metric that al-

lows us to reason about the composition of the posterior (in terms of its robustness

properties). Thus, it may be valuable as a way of comparing and selecting preferable

posterior distributions. If a the posterior for model A has higher probabilistic robust-

ness than that of model B then we necessarily know that it assigns higher probability

to locally robust functions and on that basis we may chose to deploy model A over

model B.

4.2 Decision Robustness for Bayesian Neural Net-

works

In the previous section, we established a straightforward extension of the local ro-

bustness property to probabilistic classifiers and showed how such a definition can

be useful as an extension of point-wise uncertainty to the adversarial setting. One

lingering drawback to this definition, though, is its lack of correlation to adversar-

ial examples as presented in Definition 2. This is as a consequence of the fact that
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probabilistic robustness given in Definition 6 is connected to the stochasticity of our

posterior beliefs (e.g. the epistemic uncertainty) and not to the ultimate decision of

the network. Given posterior beliefs over the parameters of our neural network, irre-

spective of the methods by which we arrive at such beliefs, the ultimate decision made

on an unseen sample is arrived at through reasoning about the loss of outputs ac-

cording to their posterior predictive probabilities. Thus, decisions are not exclusively

reliant on the stochastic properties of the model ensemble representing our beliefs.

In this section, we highlight this difference by drawing our attention to the differ-

ence between a loss function and a likelihood in the Bayesian framework. We then

give the definition of decision robustness for a Bayesian neural network which is ulti-

mately a direct analogue to the definition of local robustness for deterministic neural

networks. We then cover further examples and motivations for studying this quantity.

4.2.1 Bayesian Decision Theory

When providing exposition on Bayesian learning learning, we focused exclusively on

the likelihood function as a method for measuring the goodness-of-fit for a particular

model. In this section, we make the distinction between the role of the likelihood

and the loss function in the Bayesian learning paradigm. An important line of rel-

atively recent work establishes generalized Bayesian posteriors that are the result of

connecting information in our observations to updates about our beliefs through a

loss function rather than a likelihood [12, 13]. The distinction we draw upon here

calls on the fact that, in the Bayesian framework, the methods by which we update

our beliefs and the methods by which we reach a decision are potentially distinct and

must be treated separately.

The likelihood, p(Y|X,θ), measures how likely (probabilistically speaking) we are

to observe the desired outputs Y under the stochasticity of our model parameters and

observational noise. On the other hand, the loss function in a Bayesian setting defines

the badness of making an incorrect decision. We emphasize that understanding how

likely we are to observe a given output value is distinct from quantifying the badness

of an incorrect prediction and this is distinction between the likelihood and the loss.

By quantifying how good or bad a given output is w.r.t. a desired output (i.e.,

defining a loss function), we can reason about what the best decision is to make

given our uncertainty about our model and our observations. In [12] the authors

derive generalized posteriors, where they argue that it is reasonable to use a loss

function not only in a decision-theoretic capacity, but also as a means of connecting

information in the data to the parameters of interest (in our case the distribution over
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parameters of a Bayesian neural network). In these cases, a loss function, which is

not required to satisfy the properties of a probability distribution, is used not only to

measure the goodness or badness of parameters of interest, but also during decision

making.

Making this decision in an optimal way is the subject of Bayesian decision theory.

Specifically, the problem of making an optimal prediction is to find the best guess ŷ

given our beliefs about the output at an unseen input x (captured by the posterior

predictive distribution, Equation (3.14)) as well as a loss function, L, which quantifies

the consequences of an incorrect decision. The risk of a given decision, R, is the

cumulative loss of a given prediction weighted by the likelihood of that prediction

being wrong according to our posterior predictive distribution. In order to make the

best decision for an unknown input, we minimize the risk. That is, we would like to

find a prediction, ŷ, that minimizes the expected loss:

RL(ŷ|x) :=
∫
L(y, ŷ)p(y|D,x)dy. (4.4)

We highlight that though the notation for loss, L, is equivalent to that which was used

during our discussion of deterministic networks and adversarial examples, the loss

here is chosen by the modeller and is not necessarily connected to the loss discussed

previously.

Intuitively, optimizing for the expected risk is to find the prediction (ŷ) which

is quantitative the least bad when we compare it (using L) to every potential true

value y weighted by the probability of y under our posterior predictive distribution.

As noted in [122], the chosen loss function need not have anything to do with the

likelihood function. In particular, the loss function may be chosen to suit the needs

of a particular application. In order to demonstrate this, we outline some particular

loss functions and the decision-theoretic quantity which minimizes the expected risk.

4.2.2 Definition of Bayesian Decision Robustness

In order to compute the robustness of the decision of our Bayesian model and given

a loss function, we must propagate our worst-case analysis through the expected loss

function as well:

Definition 7 (Bayesian Decision Robustness). Given a Bayesian neural network fθ

(θ distributed according to p(θ|D)), a loss function L, an input set T ⊂ Rnin such
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that x ∈ T and a set S ⊆ Rnout of safe outputs, the Bayesian decision is considered

to be robust if the following property holds:

argmin
ŷ
RL(ŷ|x′,θ) ∈ S ∀x′ ∈ T (4.5)

Intuitively, this definition allows us to ensure that, for every point in the input set,

the output decision of the Bayesian model, according to the minimizer of the given

loss function, is within the safe set S. We now consider how this definitions shifts our

perspective on the robustness of the Bayesian ensembles considered in Figure 4.1.

Regression Losses For supervised regression problems, perhaps the most com-

monly considered loss is the mean squared error or ℓ2 loss function: ||y − ŷ||2. This
encodes the belief that the consequences of an incorrect predictions increase accord-

ing to the Euclidean distance from the true prediction. It is well known that, in this

case, given a posterior predictive distribution p(y|x,X,Y) choosing ŷ to be the mean

(equivalently, expected value) of p(y|x,X,Y) minimizes the expected loss (Equa-

tion (4.4)). On the other hand, if one believes that incorrect predictions should be

penalized according to the ℓ1 loss function, then it is the median of p(y|x,X,Y) that

minimizes the expected loss. For proof that these minimize Equation (4.4) see Section

4.4.2 of [8]. As noted in [122], for symmetric posterior predictive distributions (such

as Gaussian or Laplace distributions), the mean and median coincide; however, in the

case of Bayesian neural networks we are not guaranteed that the posterior predictive

distribution is Gaussian. This highlights that in the case of BNNs it is possible (in

fact, likely) that the mean and median of the posterior predictive do not coincide and

thus the choice of loss function has immediate ramifications regarding the ultimate

performance of the model in practice. For a comprehensive treatment of Bayesian

decision theory, we reference interested readers to [8].

Classification Losses Perhaps the most common loss function to use in the clas-

sification case is the zero-one loss [122]. This simply encodes a loss of 1 for incorrect

predictions and a loss of 0 for correct predictions. In classification, we often have

that the softmax output of the Bayesian neural network, f θ(x), is interpreted as the

parameters of multinoulli distribution in which each of the entries of the distribution

represents the probability that x belongs to a particular class. As in Equation (3.4),

we denote by f θ
c (x) the probability that x belongs to class c given the particular pa-

rameter setting θ. By marginalizing over the weights, we have, Eθ∼p(θ|D)[f
θ
c (x)], the

probability of class c according to the expectation of the Bayesian posterior. Given
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that we pay a unit loss for an incorrect decision, it is intuitive that the decision that

minimizes the expected loss (according to our posterior belief) is to label x as the

class c that maximizes Eθ∼p(θ|D)[f
θ
c (x)]. See Section 4.4.3 of [8] for proof of this result.

This decision criteria induces what is known as the Bayes Classifier and, because the

Bayes classifier is the result of marginalizing over the weights, we highlight that the

Bayes classifier is a deterministic classifier. That is, given a Bayesian neural network

fθ marginalizing over p(θ|D) for each input, there is a unique, non-stochastic classifi-

cation c (ties can be broken according to an arbitrary, deterministic rule). Therefore,

just as with deterministic neural networks, the Bayes classifier induces a deterministic

decision boundary.

4.2.3 Examples, Intuition, and Motivation

In this section, we augment our visualization of the discrete Bayesian posteriors used

to demonstrate probabilistic robustness (Figure 4.1) with the expectation in function

space, which allows us to discuss different properties of the decision robustness of a

Bayesian neural network in both the classification and regression settings.

Classification Case In Figure 4.2a, we revisit our hypothetical classification in

the plane. Again, we give four training points (D := {v1, v3, v5, v6}), two from each

class: black (positive) and white (negative). We also give two test set examples, one

from each class, which are plotted as donuts ({v2, v4}). We represent our Bayesian

posterior ensemble as a series of colored lines. Figure 4.2a differs from Figure 4.1a in

that we have added a dashed black line which represents the decision surface of our

Bayesian ensemble according to a zero-one loss. This dashed black line separates the

plane into what are predicted to be positive (below the line) and negative (above the

line).

Again, in this figure we consider the same local robustness property in the in-

put space; however, now we are tasked with considering the robustness of our Bayes

classifier (the dashed black line). Recall that for v4, we computed a probabilistic

robustness of 0.66 for this Bayesian posterior. For the decision robustness, we only

have binary outcomes, either the Bayesian decision surface respects the output con-

straint everywhere in the input set (decision robustness = 1), or there exists at least

one point inside of the input set such that the output constraint is violated (decision

robustness = 0). In the case of the positive test set example in Figure 4.2a, we notice

that, despite being very close to the decision boundary, no point crosses the decision

boundary. Thus, the decision of the Bayes classifier is robust (i.e = 1) with respect
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(a) An example of classification in the plane
with a Bayesian neural network and the
mean of the Bayesian neural network.
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(b) An example of 1 dimensional regression
with an Bayesian neural network and the
mean of the Bayesian neural network.
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(c) The posterior mass for the Bayesian neural
network in our running examples.

Figure 4.2: Decision robustness example figures. Subfigure (a) encapsulates the clas-
sification case where each point is labelled either white or black. Subfigure (b) en-
capsulates the regression case in which we are trying to predict a 1D output from 1D
inputs. In both cases, unseen inputs are donut points where training points are solid.
In each case we plot the expectation of the model ensemble as a dotted black line.
Each local robustness property has its boundaries outlined with dotted red lines.
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to this input and local robustness property. The probabilistic robustness being 1 at

this point allows us to say with certainty that there does not exist any adversarial

examples within the input boundary considered. This is not a statement that can be

made (directly) from the probabilistic robustness. Notice that though probabilistic

robustness of the model at this point is less than one (0.66), the model is nonetheless

robust at this point.

Using Figure 4.2a, we also highlight the apparent protection that comes with using

Bayesian model averaging to make a decision. Specifically, we draw attention to the

fact that a majority of the deterministic neural networks included in the Bayesian

ensemble (i.e., θ1, θ2, θ4, θ5) are not robust to the local specifications of interest. Yet,

the Bayesian model average of these classifiers is robust w.r.t. both specifications of

interest. Moreover, note that the non-robust classifiers would have captured nearly

perfect loss under the training data and therefore would have reasonably been selected

under the frequentest learning paradigm despite their poorly calibrated performance

(and robustness) in previously sparse regions of the data manifold.

Regression Case In Figure 4.2b, we revisit the one dimensional regression problem

explored in Figure 4.1b. We give a function-space view of a hypothetical Bayesian

posterior with discrete support where each model, but, in this plot we give the mean

of the Bayesian posterior (used for making decisions) as a black dashed line.

We consider the same input property as before, namely, an ℓ∞ ball with radius

ϵ. In the output, however, we are only concerned with whether or not the Bayesian

decision varies from the test point by more than δ for any point inside of the input

set. It is easy to see that for v4 that this is not true: the right tail of the line exceeds

the output specification. For v2, however, the decision of the model stays within the

specified output range for all points in the input range. Thus, for v2, we say our model

decision is robust (i.e., = 1). Given that we have confirmed decision robustness, we

can be certain that, for the input and output specification, there are no adversarial

examples for this model. Again, like with the classification case, we highlight that the

probabilistic robustness at the right most test point was not 1. In fact, it was much

less than 1, 0.45. In the next section, we consider when we can conclude decision

robustness from high values of probabilistic robustness.
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4.3 Summary

In this chapter, we started by considering the notion of a local robustness property

for deterministic neural networks. By considering local robustness properties through

the lens of Bayesian learning, we arrived at two natural extensions of local robustness

properties: probabilistic robustness and Bayesian decision robustness. The former

considers the composition of the model and quantifies the probability that a model

drawn from a Bayesian posterior respects a given local robustness property. Further,

we demonstrated this in a toy setting with a discrete support posterior and discussed

its connection to both uncertainty and Bayesian modelling of stochastic processes.

Next, we considered verifying Bayesian neural network decisions against adversarial

examples. We introduced core concepts in Bayesian decision theory such as the

seperation between likelihood and loss, and then discussed the need to propagate

local robustness through a decision-theoretic quantity such as the the expectation of

the posterior predictive distribution.

In the subsequent two chapters we will move from a toy setting with discrete

support to real Bayesian neural networks and will focus on computing these safety-

critical quantities with statistical and probabilistic guarantees.
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Chapter 5

Statistical Guarantees on
Adversarial Robustness of
Bayesian Neural Networks
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In this chapter, we are concerned with practical computation of local probabilistic

and decision robustness of arbitrary Bayesian neural networks with statistical guar-

antees. In particular, we begin by defining what we mean by statistical guarantees

and the problem of controlling a statistical estimates absolute error and confidence
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with a priori guarantees. We then discuss the development of statistical estimators

for adversarial robustness quantities of interest for Bayesian neural networks. We

build on a correspondence between weight-space and function-space probability mass

in order to develop our estimators. We then discuss perspectives on computing ap-

proximate robustness quantities with the desired guarantees and state concrete and

general algorithms for their computation. Finally, we perform empirical analysis of

different Bayesian neural networks on several data sets.

5.1 On Statistical Guarantees

In both computing and science at large it is important to understand the accuracy

of experimental results. A tremendous amount of effort has been made towards un-

derstanding how to efficiently design experiments in order to have some confidence

of correctness in our results. One setting which has been studied extensively is com-

puting properties via Monte Carlo simulation of a random variable with support on

[0, 1]. In this setting, we assume we have a random variable Z and that we would like

to estimate the mean. Our information about Z comes from a set of Monte Carlo

simulations: Z1,Z2 . . .Zn ∼ Z. To understand how accurately these n simulations of

the random variable characterize the mean, we consider the standard sample mean

estimator:

µ̂Z :=
1

n

n∑
i=0

Zi

. We call µ̂Z an empirical estimate of the mean, and we are interested in designing

some way of understanding how close this empirical estimate is to the true value

µZ . In part, understanding how close these two values are will depend on how we

measure closeness. There are two common ways of measuring closeness of an estimate

to the true value: the absolute error and the relative error. The absolute error is

straightforward:

|µ̂Z − µZ |

This is, the absolute value of the difference between the values. However, there are

some instances in which µZ is very small and we would like to control the relative error

of our approximation which can be defined as:
µ̂Z

µZ

− 1. Whether we are looking to

control the relative error or absolute error of our estimate, the statistical guarantees

take the same form, which is an a priori (ϵ, δ)-guarantee. We say a priori as the

parameters of the guarantee are user-given values that are established before the

Monte Carlo simulations are collected. The value of ϵ provided by the user is a
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maximum tolerable error in our estimate (regardless of whether it is the absolute or

relative error). The δ provided by the user is a maximum tolerable probability of error

(also called the confidence). In other words, δ controls the maximum probability with

which a given estimate falls outside of the error range allowed by the user selected ϵ

value. We can write down the guarantee as:

Prob(||µ̂Z − µZ || > ϵ) ≤ δ,

and equivalently for the relative error:

Prob

(
µ̂Z

µZ

− 1 > ϵ

)
≤ δ

Application to Robustness Estimation In the remainder of this chapter, we

will develop statistical estimators for the probabilistic robustness and decision ro-

bustness of a Bayesian neural network. By controlling the absolute or relative error

and confidence of our estimators we can make concrete statements with (ϵ, δ) statis-

tical guarantees about the robustness of our probabilistic models. When considering

decision robustness, these (ϵ, δ) guarantees allow us to make statements about robust-

ness properties with control over how rigorous our estimates are. Such guarantees are

of intrinsic value when considering the domains in which adversarial robustness is a

concern. For example, in medical diagnosis one may want to consider the worst-case

prediction error before issuing a treatment. Similarly, in self-driving cars one may

wish to have confidence that the prediction of a Bayesian neural network control unit

or perception unit has a level of robustness and certainty before making a decision.

Through (ϵ, δ) guarantees on the local robustness (either probabilistic or decision

variants), we can enable users of Bayesian neural networks to establish confidence in

the adversarial robustness of the outputs of their models.

5.2 Statistical Estimators for Robustness of Bayesian

Neural Networks

In this section we start by making a key observation about the nature of samples

from Bayesian neural networks. We then recall the definitions of robustness from

Chapter 4 and leverage our observation in order to develop statistical estimators for

each definition of robustness.
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5.2.1 Weight-Space Function-Space Correspondence

An unfortunate facet of evaluating local robustness properties of neural networks is

the lack of a convenient relationship between properties of the weights (e.g. norm of

the weights) and the local robustness of the function space properties of the network.

This issue makes evaluating and verifying the local robustness of both deterministic

and Bayesian neural networks difficult. For Bayesian neural networks, the lack of

a simple relationship is challenging as probabilities must be measured in the weight

space and properties must measured in the function space. In this chapter, we will

get around this lack of simple correspondence by reasoning about weights sampled

from the posterior. As noted in Section 5.1, computing via Monte Carlo consists of

sampling a probability space and updating an estimator for the quantity under con-

sideration. When we consider a Bayesian neural network we know that, by definition,

the operation of sampling a parameter vector θ from a given posterior distribution

p(θ|D) returns neural network functions proportionally to their posterior probability.

While this statement is straightforward, it is important in the context of statistical

estimation of robustness properties. Recall that, given a neural network architecture,

the parameter setting θ uniquely determines the input-output mapping, and for a

fixed θ we have a deterministic neural network. Combining the previous two observa-

tions we have that by sampling parameter vectors we are sampling fixed deterministic

neural networks which we observe proportionally to their posterior probability. In the

following two subsections we will leverage this to build statistical estimators for Def-

initions 6 and 7.

5.2.2 Statistical Estimator for Probabilistic Robustness

Recall the formulation of Definition 6 (probabilistic robustness for Bayesian neural

networks) wherein we have a posterior p(θ|D), and a local property, the property of

robustness or safety is defined as:

Probsafe = Probθ∼p(θ|D)(f
θ(x′) ∈ S ∀x′ ∈ T )

Given that the (unknown) probability of local robustness of our Bayesian neural

network posterior is a real value ϕprob ∈ [0, 1], we would like to set up an estimator

ϕ̂prob
n which approximates ϕprob with n samples from the Bayesian posterior. We define
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the estimator as:

ϕ̂prob
n :=

1

n

n∑
i=0

I[f θi(x′) ∈ S ∀x′ ∈ T ] (5.1)

lim
n→∞

ϕ̂prob
n = ϕprob = Probsafe (5.2)

where the function I evaluates the Boolean local robustness expression to be in {0, 1}.
The estimator ϕ̂prob

n is simply a Bernoulli random variable whose mean is the proba-

bility that a sample from a Bayesian neural network posterior respects the given local

robustness constraint.

The advantage of this statistical estimator is that it gives us a clear-cut blueprint

for the computation of probabilistic robustness for a Bayesian neural network: sample

n different weight parameters from your ensemble, check each one for a violation of

the local robustness criteria, and keep track of the proportion of networks that satisfy

the criteria. That proportion becomes your robustness probability.

5.2.3 Statistical Estimator for Decision Robustness

In this section, we start by recalling the definition of Bayesian decision robustness

established in the previous chapter. We then define a statistical estimator for this

quantity and give an illustrative example recalling the classification example from

Chapter 4. Finally, we discuss some of the advantages and disadvantages of statistical

estimation of decision robustness.

In Definition 7, we established that given a posterior p(θ|D), a local property, and

a loss function L, the property of Bayesian decision robustness is defined as:

argmin
ŷ

RL(ŷ|x′) ∈ S ∀x′ ∈ T

Unlike the estimator for probabilistic robustness, which sees us constantly checking

if a value is in the safe set defined by our local robustness property, decision robustness

is a binary predicate which requires us to check the decision for every point in T . As

this is a more complicated property to estimate, we present the logic in a step-by-step

fashion below.

To compute decision robustness, the definition requires a posterior p(θ|X,Y), a

loss function L, a test input x, and a local robustness specification {T, S}. We recall

that one computes the risk or expected loss as:

RL(ŷ|x) :=
∫
L(y, ŷ)p(y|x,X,Y)dy. (5.3)
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this can be expanded by considering the full form of the posterior predictive:

RL(ŷ|x,θ) :=
∫ ∫

L(y, ŷ)p(y|x, θ)p(θ|X,Y)dθdy. (5.4)

Firstly, notice that the only term affected by an adversarial change to the test point

x in this formulation is the likelihood. Neither the loss nor the posterior distribution

depend on x. Now, as Definition 7 is concerned with changes to ŷ, we would like to

compute is the largest change in ŷ. If the largest change in the decision is achieved by

ŷmin, and if ŷmin ∈ S, then we know that decision robustness is satisfied according to

Definition 7. To demonstrate how this is computed, we first assume w.l.o.g. that L is

the zero-one loss function, then Bayesian decision theory prescribes that the optimal

decision is given by the class which has the largest probability in the multinoulli given

by the mean of the posterior predictive distribution ŷ = argmaxc∈[nout] Eθ∼θp(y =

c|x, θ). This is because of the following fact:

argmin
ŷ
RL(ŷ|x) = argmax

c∈[nout]

Eθ∼p(θ|D)p(y = c|x, θ) (5.5)

where, again, in classification one would also take the argmax of the right-hand side.

For brief discussion of estimators see [122]; specifically, Section 2.4 for regression

and Section 3.1.1 for classification. For proofs of these results one can reference [8],

specifically Sections 4.4.2 for regression estimators and 4.4.3 for the classification

estimators. Given that we would like to compute the largest change in ŷ that we can

achieve through modification of the input, we want to compute:

max
x′∈T

(
|| argmin

ŷ

RL(ŷ|x)− argmin
ŷ

RL(ŷ|x′)||p
)

(5.6)

By simply plugging in from Equation (5.5), we get that largest change in the decision

can be written as:

max
x′∈T

(
|| max

c∈[nout]
Eθ∼p(θ|D)p(y|x, θ)− max

c∈[nout]
Eθ∼p(θ|D)p(y|x′, θ)||p

)
(5.7)

We can simplify this optimization further by assuming a classification setting and

that we would like to compute the worst-case for a given class c. Then, we have that

the likelihood is p(y|x, θ) = f θ
c (x), and the above optimization problem simplifies to

computing:

ŷmin = min
x′∈T

Eθ∼p(θ|D)f
θ
c (x

′) (5.8)

After computing ŷmin, we must check that ŷmin is in S. If this is the case then we

know that ∀x ∈ T ŷ ∈ S. What we have now shown is that by estimating the
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expectation ŷmin with a priori statistical guarantees, and by checking ŷmin ∈ S we

can compute the satisfaction of Definition 7 with statistical guarantees. Notice that

ŷmin is the mean of a random variable for which we can design an estimator. By

assuming we have access to xadv that minimizes Equation (5.8), we can write out the

the estimator from n samples of the posterior as:

ŷmin =
1

n

n∑
i=0

p(y|xadv, θi) (5.9)

ϕ̂dec
n = I[ŷmin ∈ S] (5.10)

Where, again, the function I evaluates the Boolean local robustness expression to

be in {0, 1}. While this estimator also provides an intuitive blueprint for comput-

ing decision robustness, there are a few important practical considerations for this

quantity.

5.2.4 Practical Computation of Estimators

Both of the above estimators suggest algorithms for computation of the key robust-

ness properties of Bayesian neural networks based on sampling deterministic functions

from the posterior. While these procedures seem straightforward, there are two pri-

mary questions which need answering before we can practically compute these values.

Namely, the reliance on different worst-case output quantities in both estimators as

well as the necessity for an infinite number of samples in order to exactly compute the

desired robustness value are practically problematic. The latter requirement is dealt

with in the following section. In this section, we address how to practically achieve

the necessary worst-case quantities to compute valuable approximations of the ro-

bustness of Bayesian neural networks. More specifically, we examine how to leverage

popular worst-case output approximations in our estimators and the implications for

the final value in terms of soundness.

Adversarial Examples In Section 3.2.2.1 we established that, through the use of

a differentiable loss function L, one could use gradient-based optimization in order

to approximately compute a worst case x′ from a given, typically compact, input

set T . By checking the approximate worst-case from such an attack, one arrives at

an unsound but complete method of checking robustness (equivalently, a falsification

method). Despite the lack of general guarantees provided by attacks, they have

some significant advantages. Firstly, they are very efficient to compute, sometimes

only requiring the equivalent of two forward passes through the network architecture.
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Secondly, their unsound and complete nature means we only get credible information

about robustness of a network if the attack is successful, and the lack of robustness

of neural networks means this is often the case. The conjunction of these two upsides

makes adversarial attacks a fast and cheap way of potentially obtaining a great deal of

information about the lack of robustness of a given Bayesian neural network posterior.

In the context of probabilistic robustness, using adversarial examples would result

in the following procedure: sample a model, compute an adversarial example, check

the model’s robustness to this attack. This can then be interpreted as the proportion

of models which, if attacked, would be robust to unsafe changes in output.

For attacking the decision of a Bayesian neural network, however, we can rea-

son that using an identical procedure would lead to an inappropriately conservative

robustness estimate. Consider that the Bayesian decision is a point-wise quantity,

and the previous procedure uses a different attack (and thus a different input point)

for each network. Tailoring each attack to each sampled network would result in a

much more effective attack than one that could be practically achievable. The correct

way to estimate the statistical decision robustness of a Bayesian neural network is

to sample m different networks which one jointly optimizes over to arrive at a single

adversarial input. If we denote this adversarial example x∗ for the Bayesian posterior,

and subsequently take ŷadv = Eθ∼p(θ|D)f
θ(x∗) to be the approximate minimization of

Equation (5.8), then we have arrived at a statistically sound estimate of the worst-case

decision achievable by the adversary.

Convex Relaxation Where adversarial examples are both unsound and incom-

plete, convex relaxations offer soundness at the cost of over-approximation (and some-

times greater computational expense). Here, we start by recalling the interval bound

propagation and introduce formulas for arriving at upper and lower bounds on each

dimension of the output. From there, we explain how these sound outputs can be used

in our estimators to find the worst-case for different loss functions. As both proba-

bilistic and decision robustness require sampled deterministic networks, we only need

to care about performing a convex relaxation of each sample. This means that for sta-

tistical guarantees we can rely on known convex relaxations for deterministic neural

networks. Recall that, for interval bound propagation, we must first bound our input

dimensions with a hyper rectangle xL,xU where xL
i ≤ xi ≤ xU

i ∀i. Then, given these

input bounds we can arrive at output bounds by performing the following forward
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pass:

z(0),L = xL,

z(i),m =
z(i),L + xU

2
,

ϕ(i),L = ϕ(i),m − |W |z(i),r,

z
(i),L
j = σ(i)

(
ϕ(i),L

)
ϕ(i),m = W(i+1)z(i),m + b(i)

z(0),U = xU

z(i),r =
z(i),L − x(i),U

2
,

ϕ(i),U = ϕ(i),m + |W |z(i),r,

z
(i),U
j = σ(i)

(
ϕ(i),U

)
Where the left-hand side equations determine the forward pass with respect to the

lower bound and the right-hand side set of equations determine the forward pass

with respect to the upper bound. Ultimately, for a single input and sampled neural

network, we arrive an an output interval [yL,yU ] which over approximates the set of

outputs possible given an input in the given input interval.

For probabilistic robustness, where we are interested in the proportion of robust

models, it suffices to check if [yL,yU ] ⊂ S for each sampled parameter setting. By

keeping track of the proportion of networks for which [yL,yU ] ⊂ S, we are keeping

track of the proportion of networks from the posterior which we can soundly prove

are robust to any attack.

For decision robustness, we would like the worst-case decision achievable by any

adversary. Using IBP, we aim to gain a sound estimate on the property that ∀x ∈ T

the classification does not change. To do so, we can observe that:

min
x∈T

(
Eθ∼p(θ|D)f

θ
y(x)

)
≥ Eθ∼p(θ|D) min

x∈T
f θ
y(x)

We can define the second quantity in this equation as ŷIBP. If ŷIBP ∈ S, then we

know soundly that ŷmin ∈ S. For classification, the statistical estimation of this value

can be straightforwardly accomplished by using of Equation (3.12) for each sampled

parameter. For regression, one must consider the following y in order to minimize

the likelihood: max{y − yL,y − yU}, where max is taken element-wise.

The advantage of computing decision robustness of a Bayesian neural network with

convex relaxation is that we have a sound lower-bound on the true decision robustness

of the model. The trade-off being that this lower-bound is achieved by performing an

optimization for each model which, as we discussed with adversarial examples, is an

over-approximation of the worst-case. In the case of adversarial examples, however,

this over-approximation was unnecessary as even an over-approximation of decision

robustness with adversarial examples can never be sound. In the case of convex

relaxation, the over-approximation of the value serves to preserve the soundness of

our estimate.
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5.3 Statistical Model Checking

At the beginning of this chapter, we introduced the concept of (ϵ, δ)-guarantees

and defined statistical estimators for computation of local robustness properties of

Bayesian neural networks. In the previous section, we dealt with the practical issue of

approximating the worst-case inputs as called for by the statistical estimator. In this

chapter, we introduce statistical model checking as a methodology for relaxing the

reliance on an infinite number of samples from the Bayesian posterior. In particular,

we leverage recent results in statistical model checking in order to derive efficient esti-

mation schemes (in the sense that they require few samples) for our estimators, which

also allow us to have sound (ϵ, δ)-guarantees for adversarial robustness properties of

Bayesian neural networks.

When estimating the robustness of Bayesian neural networks, we will consider

two-sided bounds on the absolute error of our estimates. Two-sided refers to the

quality of bounding of the satisfaction probability from above and below by the user-

specified error constant ϵ. We have already made the distinction between relative and

absolute error, but for convenience restate the absolute error guarantee that we aim

for here:

Prob(||µ̂Z − µZ || > ϵ) ≤ δ

5.3.1 Sample Bounds with Statistical Guarantees

In this section, we concern ourselves with practically achieving the (ϵ, δ)-guarantees

established in Chapter 4 with a finite number of samples from the Bayesian neural

network posterior. In each case, we assume that we are given some user-specified error

and confidence tolerance δ and ϵ, and we would then like to return a number of samples

n such that our statistical estimators satisfy the guarantee. We will first observe the

simplest two-sided absolute sample bound and then will move to sequential bounds

which depend on the probability we seek to estimate.

Chernoff Bounds One of the most widely used bounds for achieving general (ϵ, δ)-

guarantees on the estimation of the mean of a random variable is the Chernoff or

Okamoto bound. The two-sided, absolute error formulation of the Chernoff bound is

as follows:
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Theorem 1 (Chernoff Bound). Given a random variable Z whose support is bounded

in [0, 1], and an error tolerance ϵ ∈ (0, 1) we have the following inequality:

Prob(|µ̂Z,n − µZ | > ϵ) ≤ 2exp(−2nϵ2) (5.11)

Chernoff’s inequality allows us to to set δ = 2exp(−2nϵ2), plug in our user-

specified values of ϵ and δ, and solve for n. In this case, n is then guaranteed to

be a finite number of Monte Carlo samples from our Bayesian neural network pos-

terior such that the desired statistical guarantees on the absolute error are met. In

Figure 5.2 we plot exactly how this bound n changes with different (ϵ, δ)-guarantee

parameters. We see that the number of samples required by the Chernoff inequality

grows exponentially with the desired tightness in error and confidence. Though we

state this bound for support bounded in [0, 1], it can be easily generalized to random

variables with support bounded in [a, b] by the general form presented by Hoeffding,

Prob(|µ̂Z,n − µZ | > ϵ) ≤ exp

(
− 2n2ϵ2

(b− a)2

)
.

Sequential Bounds While Chernoff bounds in conjunction with the statistical

estimators given in Section 5.2.2 and Section 5.2.3 suffice to compute guarantees on

the local robustness of Bayesian neural networks with guarantees, we highlight that in

order to achieve a guarantee with ϵ = 0.01, δ = 0.05, the Chernoff bound prescribes

a Monte Carlo estimate with 18,445 many samples from the posterior. That is to

say, one must sample from the Bayesian neural network posterior and check/verify

the adversarial robustness in order to make a statement with 1% error and with 95%

confidence. In this section, we will introduce two tighter bounds on n, which will

allow us to cut the number of samples down to n = 3, 283 with the same guarantee.

In order to do so, we must first introduce the notion of confidence intervals which

is a key building block of statistical model checking algorithms. Given any statistical

estimator, one has a “confidence” interval about the estimate.

Definition 8 (Confidence Interval). We say that an interval with end points a, b ∈
[0, 1], a < b, has coverage 1-δ for the expectation of a random variable Z if:

Prob(µZ ∈ I) = 1− δ (5.12)

For example, the exact Clopper-Pearson confidence interval guarantees that its cover-

age of a random variable estimated with m successes after n trials (i.e. Ẑn =
m

n
) is

greater than or equal to 1− δ and is given by:

J =
[
β−1(

δ

2
,m, n−m+ 1), β−1(1− δ

2
,m+ 1, n−m)

]
(5.13)
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where β−1(δ, i, j) is the δ quantile of a Beta distribution parameterized by i and j.

A confidence interval allows us to gain information about the probabilistic quantity

we are trying to estimate while we estimate it. By understanding the feasible range of

the random variable, we can sharpen our bound with either Hoeffding’s or Massart’s

sequential bound. Hoeffding’s bound has been proven in [75].

Theorem 2 (Hoeffding’s Bound). Given a random variable Z and an error tolerance

ϵ ∈ (0, 1) we have the following inequality:

Prob(|µ̂Z,n − µZ | > ϵ) ≤ 2exp(−hhof(µZ)nϵ
2)

where

hhof(µZ) =

{
2 if µZ = 1/2

1/(1− 2µZ)log((1− µZ)/µZ) if µZ ̸= 1/2
(5.14)

While this is a well-known bound, the Massart bound can be used to sharpen

hhof to hmas by further using information about ϵ and by assuming that the random

variable of interest is a Bernoulli random variable. A proof can be found for this

theorem in [76].

Theorem 3 (Massart’s Bound). Given a Bernoulli random variable Z and an error

tolerance ϵ ∈ (0, 1) we have the following inequality:

Prob(|µ̂Z,n − µZ | > ϵ) ≤ 2exp(−hmas(µZ , ϵ)nϵ
2)

where,

hmas(µZ , ϵ) =

{
9/2((3µZ + ϵ)(3(1− µZ)− ϵ))−1 if 0 < µZ < 1/2

9/2((3(1− µZ) + ϵ)(3µZ + ϵ)−1 if 1/2 ≤ µZ < 1
(5.15)

We demonstrate in Figure 5.2 how much sharper Massart’s bounds are compared

to Chernoff’s bound. We highlight that the Massart and Hoeffding bounds rely on

knowledge of the feasible range of values of µZ . Of course, we do not have access to the

value we are trying to estimate, and so instead we must introduce a third parameter

of our guarantee, γ. By computing a 1 − γ coverage interval via the exact Clopper-

Pearson interval in (5.13) we can get arbitrarily high probability information about

the quantity we wish to estimate. By taking the highest number of samples prescribed

by the bound given our 1 − γ information about the random variable we maintain

our statistical guarantees and greatly reduce the number of samples required.
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5.3.2 Algorithms for Estimation of BNN Robustness

In this section we combine the sophisticated statistical estimation schemes implied by

Massart and Hoeffding bounds with adversarial robustness information of Bayesian

neural network samples in order to arrive at practical algorithms for the computation

of probabilistic and decision robustness.

A key line shared by both algorithms is the computation of hmas and hhof based

on a Clopper-Pearson exact confidence interval. In order to reduce the number of

necessary samples in each algorithm, we keeping track of the (1−γ) Clopper-Pearson

confidence interval for our estimation on line 8 of Algorithm 1 and on line 10 of

Algorithm 2. We then use this to compute the largest possible number of samples

we would need according to Theorem 3 and Theorem 2 on the subsequent line of

each algorithm. Practically, we compute the highest number of samples necessary

by checking if 1/2 is inside of the confidence interval, if it is, we continue to use the

Chernoff bound. If it is not, then we simply take the end-point of the confidence

interval closest to 1/2, compute hmas or hhof , and return the number of samples. As

hmas and hhof are convex and have their maximum at 1/2, we know that the end-

point of the interval closest to the maximum will give us the largest possible samples

necessary.

Algorithm 1 Probabilistic Robustness Estimation Algorithm

Input: x∗ – Test Point, T – Input Property, S – Output Property, f – Network
Architecture, p(θ|D) – Posterior Distribution, ϵ, δ, γ – Sequential Bound Parameters
Output: p̂ – robustness probability estimate which respects statistical guaran-
tees

1: nC ← number of samples by Chernoff bounds (5.11)
2: nmax ← ⌈nC⌉; n, k ← 0, 0
3: while n < nmax do
4: θ(i) ← sample from p(θ|D)
5: SAT← I(f, T, S, θ(i))
6: k ← k + SAT; n← n+ 1
7: p̂← k/n
8: Ip ← Clopper-Pearson(1− γ, k, n)
9: nM ← samples num. by Massart bounds Theorem 3 using Ip
10: nmax ← ⌈min(nM , nC)⌉
11: end while
12: return p̂
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Estimation of Probabilistic Robustness In Algorithm 1, we assemble the pre-

viously discussed methodology in order to compute efficient statistical information

about the probabilistic robustness of a Bayesian neural network posterior. As inputs,

we take the information required by the definition of BNN probabilistic robustness

as well as those required to compute the statistical guarantee (ϵ, δ, γ). On line 1, we

make the worst-case assumption for sample complexity of the Massart bound that

the robustness is exactly 1/2 and thus the bound of the algorithm is given by the

Chernoff bound (Equation (5.11)). On line 2, we simply set up our counter variables,

n the number of samples we have taken and k the number of robust samples. By

taking the proportion of these two, k/n, we are computing the empirical estimator

ϕ̂prob
n in Equation (5.1). This proportion step can be found on lines 4 and 5 of the

algorithm. We then use lines 8 to compute the confidence interval of our current

estimate using the exact Clopper-Pearson interval defined in Definition 8. From this

estimate, we can compute the function hmas from Theorem 3. Due to Theorem 3,

we know that the returned result of our algorithm is an estimate of Definition 6 such

that the statistical guarantees are respected.

Estimation of Decision Robustness In Algorithm 2, we assemble the previously

discussed methodology in order to compute efficient statistical information about the

decision robustness of a Bayesian neural network posterior. The algorithm presented

assumes we would like a sound estimate (e.g., via IBP) and that we are in the clas-

sification setting. We highlight that this algorithm would also return sound results

for regression whose co-domain for which each output dimension of the codomain is

bounded in the interval [0, 1]. This bound can be generalized to random variables

with bounded support on [a, b] where both a and b are non-negative constants. Fur-

ther, if the random variable of interest (e.g., output of the BNN) is multidimensional

we can bound each dimension of the output by an interval [ai, bi] and arrive at a

very similar bound which can be found and is proved in [68]. As in the probabilistic

robustness estimation, we take as input the parameters required by the definition of

decision robustness, Definition 7. We also require the user-defined guarantee param-

eters (ϵ, δ, γ).

The procedure also follows very similar control flow to our estimation of probabilis-

tic robustness with the primary distinctions being in the treatment of our empirical

estimate. On lines 1 and 2 we set up our empirical estimators for the mean of the

output of our Bayesian posterior predictive distribution. On line 5, we compute an

output over-approximation O function w.r.t. the provided input interval T , which
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allows us to then compute the worst-case for our likelihood. Minimizing the likeli-

hood on line 7 is done in order to satisfy the form of our estimator in Equation (5.10)

for any adversary. This is distinct from the previous algorithm in which we combine

the worst-case approximation and safety check into one line (line 5 of Algorithm 1).

Again, we compute the Clopper-Pearson intervals on line 10, but this time we use

the Hoeffding inequality hhof rather than the Massart bound as the Massart bound

only applies to Bernoulli random variables. After the termination of the while loop

on line 3, we know from Theorem 2 that our estimate of the mean of the Bayesian

neural network posterior predictive is at most ϵ away from the true mean with prob-

ability 1 − δ. One can then either simply check that this estimate is in S and make

a statement with statistical guarantees, or by taking into account the entire interval

[ŷ−ϵ, ŷ+ϵ] we can know that with probability 1−δ the mean of the decision is in the

safe set S. Correctness of this procedure comes from the application of Theorem 2 to

our estimator in Equation (5.10). We also highlight that this algorithm may require

few samples if one follows the procedure of [35].

The formulation of Algorithm 2 and the explanation throughout this section has

so far dealt with the mean exclusively. In order to observe that our procedure can also

produce sound median estimates wrt our (ϵ, δ)-guarantees, consider the definition of

the median of a random variable Z which is distributed according to pZ is given as

m(Z) := x ⇐⇒
∫ x

−∞ pZ(v)dv = 0.5. That is, when the cumulative density or mass is

0.5. We then consider a median estimate from n samples as the sample median m̂n(Z)

and can see that the Hoeffding (and, in fact, Massart) (ϵ, δ)-guarantees carry over as

by considering estimation of Prob(Z > m̂n(Z)). That is, we pose estimation of the

probability that a value sampled from Z is less than our sample median estimate. By

taking n to be the result of the Hoeffding or Massart bound, we arrive at a sample

median estimate which approximately satisfies the definition of a median. The one

caveat is that our error in this case is w.r.t. the probability of deviating from the

definition of a median, not the true median itself. Thus, our guarantees in this case

are weaker as we can only claim that the (ϵ, δ)-estimated median is safe w.r.t. the

local robustness property.

Relationship to Randomized Smoothing Before discussing the results of our

framework for computing statistical guarantees for Bayesian neural networks, we

quickly compare and contrast with a related methodology for statistical guarantees

of arbitrary classifiers: randomized smoothing [33]. Randomized smoothing takes an

arbitrary classifier f and “smooths” its outputs by assuming a local distribution over
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each input (e.g., a Gaussian distribution). That is, we say a function h is a smoothed

version of f if the output of h is the mean of outputs of f on points sampled from the

local smoothing distribution (i.e., a Gaussian). By estimating the class-wise prob-

abilities (softmax outputs) of the smoothed classifier and through the application

Neyman-Pearson Lemma, one is able to arrive at a robust radius for the given in-

put. The metric that the radius is guaranteed for depends on the kind of smoothing

distribution used and general frameworks have been set up to this end [40].

While the form of the guarantees between the presented methodology and random-

ized smoothing is similar, there are several key distinctions that ought to be made.

Firstly the guarentees from randomized smoothing rely on three key components:

the magnitude and form of the smoothing distribution (larger magnitude gives larger

radius), the probability of the true class under the smoothing distribution and the

probability of all other classes under the smoothing distribution. These lend them-

selves to a few downsides: firstly, if the smoothing distribution uses harsh noise the

smoothed version of the classifier, h may see degradation in performance. Though,

one can train in particular ways to alleviate this [161]. Further, the robust radius

from smoothing depends on the certainty of the classier: a more certain classifier

leads to a larger robust radius. Thus, the robust radius produced by randomized

smoothing inherently penalizes uncertainty in the posterior predictive. In contrast

the methodology presented here does not require any modification of the Bayesian

neural network, nor does it penalize uncertainty.

Despite the few downsides, smoothing has some important strengths: it can be

readily applied to even the largest domains without it’s bounds becoming vacuous

and it’s statistically sound bounds apply to arbitrary classifiers whereas the methods

investigated here are particularly for probabilistic neural networks.
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Algorithm 2 Bayesian Decision Robustness Estimation Algorithm

Input: x∗ – Test Point, T – Input Property, S – Output Property, f – Network
Architecture, p(θ|D) – Posterior Distribution, ϵ, δ, γ – Sequential Bound Parameters
Output: p̂ – decision robustness estimate which respects statistical guaran-
tees

1: nC ← number of samples by Chernoff bounds (5.11)
2: nmax ← ⌈nC⌉; n, k ← 0, 0
3: while n < nmax do
4: θ(i) ← sample from p(θ|D)
5: [yL,yU ]← O(f, T, θ(i)) # O returns over-approximation e.g., via IBP
6: n← n+ 1
7: ymin ← argminy∈[yL,yU ] p(y|x, θi) # Computed according to Equation (3.12)
8: k ← k + ymin

9: ŷ← k/n
10: Ip ← Clopper-Pearson(1− γ, k, n)
11: nM ← samples num. by Hoeffding bounds Theorem 2 using Ip
12: nmax ← ⌈min(nM , nC)⌉
13: end while
14: return ŷ ∈ S

5.4 Experiments

In this section, we start by visualizing the workings of Algorithm 1 as well as running

tests on simulated random variables in order to demonstrate the nature of our guar-

antees. We then study how this extends to real datasets with an array of regression

tasks taken from the University of California Irvine machine learning repository [38]

(henceforth, UCI datasets). We choose datasets following the lead of [67, 52, 82] who

study approximate Bayesian inference. Following this we study how our methodology

scales to different image recognition challenges starting with MNIST [93] and scal-

ing up to the German Traffic Sign Recognition Benchmark (GTSRB) [70]. For every

dataset, we will use our methods to measure and visualize the average local robustness

of each Bayesian neural network. The average local robustness (for both probabilistic

and decision robustness) is computed as the mean robustness value of random test-set

examples. This is a useful metric as it provides a picture of the worst-case robustness

performance of the posterior distribution under consideration (in the same way that

the test-set loss or test negative loglikelihood is a good measure of average case per-

formance). In some applications, inference on particular test-set instances maybe of

higher safety concern than others (e.g. classifying a red traffic light versus classifying
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(a) Our regression running example where
training points are solid dots and test points
are hollow dots. We consider computing
the probabilistic robustness of this BNN wrt
specification v2.

0.10

0.21

0.35

0.14

0.20

Bayesian Posterior Density

(b) We recall the posterior mass that cor-
responds to the discrete support of the
Bayesian posterior in subfigure (a).

0.10

0.21

0.35

0.14

0.20

Bayesian Posterior Density

(c) Here we show a number of samples from
the posterior such that each sample is out-
lined in black if it is robust and red if it is
not robust wrt the v2 specification in sub-
figure (a).

Statistical Robustness Estimate

True robustness probability: 0.45

Sample-based estimate: 0.469

Robust Samples Unrobust Samples

(d) By tallying the parameters that were ro-
bust and non-robust in subfigure (c), we ar-
rive at an accurate estimate of the true prob-
abilistic robustness.

Figure 5.1: Computing the probabilistic robustness for point v2 in our regression
running example.
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(a) Final estimates with ϵ =
0.25, δ = 0.25

(b) Final estimates with ϵ =
0.1, δ = 0.1

(c) Final estimates with ϵ =
0.05, δ = 0.05

(d) Number of Massart sam-
ples with ϵ = 0.25, δ = 0.25

(e) Number of Massart sam-
ples with ϵ = 0.1, δ = 0.1

(f) Number of Massart sam-
ples with ϵ = 0.05, δ = 0.05

Figure 5.2: Top Row: On the x-axis we plot the true value of the random variable.
On the y-axis we plot the final estimate which satisfied the Massart bound. Bottom
Row: On the x-axis we again lot the true value of the Bernoulli random variable,
and on the y-axis the number of samples needed before we reached the final estimate.
We see that when estimating a mean that is around 0.5 we need the most samples
(equivalent to the Chernoff bound).
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a house number), in which case a weighted average or particular analysis should be

conducted. An example of this kind of decomposition is done in our analysis of the

MNIST dataset.

5.4.1 Intuitive Examples

Algorithmic Visualization In Figure 5.1, we provide a visual intuition for the

key steps of Algorithm 1. We recall that the problem we considered was that of

estimating the probabilistic robustness of test input v2 as visualized by Figure 5.1a.

In this example, we assume that we do not have access to the tractable and convenient

discrete posterior distribution visualized in Figure 5.1b and must sample from it as

an unknown distribution. In Figure 5.1c, we visualize the process of approximately

sampling from the posterior distribution by marking each sample with a dot. Further,

we outline each sample from the posterior in Figure 5.1c with black if it is robust and

in red if it is non-robust. The last step of the algorithm is to see what proportion

of the collected samples is robust. In Figure 5.1d we do exactly this and find that

the proportion of samples which were robust is 0.469. Of course, given this simple

example, we can see that this is 0.019 away from the true probability estimate of 0.45,

which we computed in our previous section.

Sample Complexity Visualization In Figure 5.2, we demonstrate the practical

sample complexity of using the Massart bound in a simulated scenario. In order to

do so, we create a Bernoulli random variable Zp with mean p. We then use the

sequential Massart bound (Theorem 3) in order to estimate the mean p. At the end

of this procedure, we plot both the estimate of p (top row of Figure 5.2) as well as the

number of samples necessary (bottom row of Figure 5.2). We perform this estimation

for different values of p, plotted along the x-axis, as well as for different values of ϵ

and δ. As expected, our estimates become tighter as we decrease ϵ and δ at the cost

of increased sample complexity (according to the concentration inequalities in the

previous sections). Moreover, we notice that when we are estimating values around

0.5, our sample complexity is the worst and is in fact equivalent to the Chernoff sample

bound which is exactly what is to be expected according to the Massart bound.

The key take away from this visualization is how tight our empirical estimates of

p can be, especially in the case of Figure 5.2c. Further, for small values of ϵ and δ

we give a visual intuition for exactly how much more efficient the Massart bound is

than the Chernoff bound. We see in Figure 5.2f that the Massart bound can require

as few as 1/7 of the samples required by the Chernoff bound.
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(a) We visualize the estimated probabilistic safety for each of
the studied UCI datasets. For some network (e.g. Yacht) the
posterior is very robust. For others (e.g. Naval) the posterior is
completely vulnerable.

(b) Sample complexity of achieving the
required (ϵ, δ)-guarantee given that we
test each UCI dataset with PGD.

(c) Sample complexity of achieving the
required (ϵ, δ)-guarantee given that we
test each UCI dataset with IBP.

(d) We find that decreased sample com-
plexity leads to improved computational
time in practice, especially when using an
expensive attack such as PGD.

(e) Even using IBP we observe an im-
provement in computational time. Due
to the efficiency of IBP, we see that our
time saving is less. This is due to a
larger proportion of the process being
algorithm-independent overhead.

Figure 5.3: UCI Dataset analysis shows us that we can understand the robustness
profiles of real-world applications while realizing the benefits of our efficient sampling
method.
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5.4.2 UCI Datasets

We move from contrived examples to real-world analysis with a set of simple but

realistic regression tasks taken from the UCI machine learning repository [38]. In par-

ticular, we focus on datasets which have been previously studied with Bayesian deep

learning [67, 82, 52]. We start with a subsection detailing the meaning of the datasets,

training/inference methodology, as well as the attacks and certification methods used

as subroutines. Using this context, we then provide a thorough discussion of the

results obtained in these settings.

5.4.2.1 Experimental Setting

Datasets In order to go beyond toy examples, we study eight regression datasets

which are commonly used to benchmark Bayesian deep learning. In particular, we

adopt the 1D regression benchmarks studied by [67, 52] and [82] to test approximate

inference methods. Though each of the datasets is a 1D regression problem they

cover a range of input dimensionalities as well as a varying degree of non-linearity.

In particular, we study the following datasets each of which is from [38]: Boston

Housing A regression task which asks us to predict housing prices based on 14

different real-valued statistics about the local geographic area; the Concrete dataset

asks us to predict the compressive strength of concrete based on 8 key factors including

its ingredients and age; the Yacht dataset involves predicting the residuary resistance

of a yacht design based on structural properties of the design; the Energy efficiency

dataset is interested in predicting the cooling/heating load of a proposed building

based on key facets of the structure; Kin8nm is thousands of state-space readings of

the the forward dynamics of an 8 link robot arm; the Naval propulsion contains the

results from numerical simulation of a naval vessel.

Inference For each dataset, the we train a corresponding Bayesian neural network

using the Variational Online Gauss Newton (VOGN) method proposed in [82]. In

particular, we set up their network, a single hidden layer neural network with 50

hidden units and rectified linear unit (ReLU) activation functions. We find that we

are able to roughly reproduce the same performance as the authors of [82] before

turning our attention to the robustness of the resulting posteriors. For each dataset

there are several cross-validation splits provided. We provide analysis for Bayesian

neural networks trained on the first cross-validation split. Further parameters are in

the Appendix for the validation splits we refer readers to the corresponding code for

this thesis.
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Attacks and Certifications As is noted in Section 5.2.4, the choice of attack

or certification method used is of paramount importance to the interpretation of the

resulting bounds. When we perform attacks on sampled deterministic neural networks

from the Bayesian posterior we rely on projected gradient descent (PGD) which is

run for 25 iterations with one restart. The PGD attack is aimed at maximizing the

training loss (in this case the mean squared error) between the true value and the one

predicted by the network. When performing certification, we use the standard IBP

formulation.

5.4.2.2 Robustness Analysis

Probabilistic Robustness Estimation In Figure 5.3a we visualize the computa-

tion of probabilistic robustness for 250 test set inputs for each dataset. While each

test input has an independent probabilistic robustness, we plot all of the samples to-

gether in order to gain insight into the robustness profiles of the Bayesian posteriors

under investigation.

For a given test input, we run Algorithm 1. We build the input region T as an

ℓ∞ ball with radius 0.01 (all training inputs are scaled to [0, 1] and then these scaling

values are imposed onto the test set inputs as is standard). The output specification,

S, is then taken to be an ℓ∞ ball with radius 0.05 which is centered at the mean

output of the Bayesian neural network (where again the space is mapped to the

unit interval). Thus, the specification can be interpreted as a 1% change in the input

should not correspond to more than a 5% difference in the neural network output. The

mean output of the Bayesian neural network for the center of the output specification

is estimated via Monte Carlo sampling with 100 sampled neural networks. One could

also test with an output specification which is centered at the true value in which case

one is measuring at once the sensitivity of the learned function as well as the error.

In this case, by centering the output specification at the mean prediction of the BNN

we have not accounted for the error with respect to the ground truth when measuring

robustness properties. We compute all estimates with (0.1, 0.1) (ϵ, δ)-guarantees using

the sequential Massart bound to ensure that we have collected enough samples.

The resulting bounds are illustrated in Figure 5.3a. For some datasets, we find

that we are able to gain meaningful statistical certification. For the Yacht dataset

using IBP we found that we are able to certify that, on average, the given robustness

specification was satisfied by sampled networks with probability 0.883. Moreover,

when we test the posterior trained on the Yacht dataset with PGD we are able to say

that networks are robust, on average, with probability 0.995. These numbers provide
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strong indication that the posterior trained on the Yacht dataset is robust to small

peturbations. One potential reason that Yacht is particularly verifiable is that it is

a very low dimensional dataset (with each feature vector being described by only 6

dimensions). The Energy dataset is tied for the second smallest and we were also

able to get some strong guarantees for may of its test set examples. Further, the

Naval dataset, for which we did not certify any examples, has the largest number of

features, 16.

In a similar vein, we are able to show that PGD is successful on less than 5%

of the tested posteriors (on average) for the Kin8nm dataset. Despite this mark of

robustness, when testing with IBP, we are only able to certify an average probabilistic

robustness of 0.471. This indicates that, while the Kin8nm posterior would be robust

at test time to PGD adversaries, we cannot make strong statistical claims about its

robustness to any adversary. It would then be up to those deploying the network to

decide if this is satisfactory performance

Finally, we turn our attention to the right-most dataset in Figure 5.3a, the Naval

dataset. For this dataset, we were unable to certify any probabilistic robustness

properties. Moreover, we were able to successfully attack 100% of the posteriors

sampled for 100% of the test inputs tested. This immediately indicates that the

Bayesian neural network is unfit for deployment if the specification stated above is of

critical importance. It is not possible to know from this analysis alone what causes

such a lack of robustness. It could be that the data distribution is degenerate and that

the chosen specification considers too much of the input space to give us meaningful

robustness analysis. What we do know is that, if the specification is taken to be

meaningful, then this posterior is not fit for deployment. In Chapter 7, we will see

ways of potentially remedying this scenario by incorporating robustness specifications

into Bayesian inference for neural networks.

Sample Complexity and Computational Time Improvements The primary

advantages of using a more sophisticated sequential sampling algorithm for statistical

model checking is the reduced number of samples and therefore the reduced com-

putational time. In Figures 5.3b and 5.3c we investigate if these improvements are

realized in a practical regression setting. In each subfigure, we visualize the number

of samples required in practice for both the Chernoff bound as well as the Massart

bound. Of course, we find that the Chernoff bound is fixed at roughly 150. The

Massart bound on the other hand requires as few as 60 samples in many cases. This
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reduced sample complexity allows us to achieve the desired a priori statistical guar-

antee with roughly 1/3 of the samples of standard Chernoff bounds. We highlight

that the sample complexity improvement is best for the Naval dataset which has ro-

bustness 0 everywhere. As we observed in Figure 5.2, the further the probability we

seek to estimate is from 0.0 the better our performance.

In Figures 5.3d and 5.3e, we highlight the computational time improvement corre-

sponding to the sample improvement. We find that the sample complexity improve-

ment directly translates to improved statistical certification times. Of course, we can

see that the Massart bound does not strictly run at 1/3 of the computational time.

This is likely due to the fact that some inputs will require us to estimate a probabilis-

tic robustness close to 0.5 in which case the computational time between the Massart

and Chernoff bounds should be roughly equivalent. Computational overhead may

also be a factor in the time estimates being slightly closer than we may expect from

the sample complexity improvement. Ultimately, Figures 5.3d and 5.3e confirm that

we are indeed able to realize the improvements from our efficient sampling framework

on real-world data.

5.4.3 MNIST

In this section, we turn our attention to a much larger dimensionality example than

those considered in our UCI analysis. MNIST is a well-studied, small-scale image

recognition datast. The dataset poses the problem of handwritten digit recognition.

Each input is a 28 by 28 (784 dimensional) black and white image which encodes the

pen stroke corresponding to a digit 0 through 9. Per-class examples are represented at

the bottom of Figure 5.4a. In our case study of the UCI regression datasets, we focused

on how to practically interpret the output of our algorithm as well as ensuring that the

theoretically possible speed-ups warrant the proposed methodology. In this section,

we will dive further into components of the BNN that affect probabilistic robustness

and the relationship between decision robustness and probabilistic robustness.

5.4.3.1 Experimental Setting

In order to learn on MNIST we use the standard 50,000/10,000 test/train split that

is provided [93]. For each tested posterior, we again train using the VOGN algorithm

from [82]. Our learning rate parameters is chosen based on a randomly selected

validation set which is separated from the training set randomly at the beginning of

each run. In this section, we will study several different architecture configurations; we
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(a) We break down the class-wise probabilistic robustness of a posterior distribution in
order to understand where we might need more data. As an example, class ‘9’ and ‘4’
both have high probability of being susceptible to attack.

(b) We visualize the effect of the attack mag-
nitude on the the probabilistic robustness
estimate. We find that IBP causes a much
steeper decline to the robustness estimate.

(c) We visualize the effect of the attack mag-
nitude on the the decision robustness esti-
mate. We find that the values of the deci-
sion robustness of the network are similar to
those of probabilistic robustness.

Figure 5.4: We use our notions of probabilistic and decision robustness to analyze the
adversarial properties of Bayesian neural network posteriors on MNIST. Each dot in
the above figures represents the estimate for a single image.
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Figure 5.5: We visualize the effect of larger and more complicated architectures, listed
as (depth - width on the x-axis). We find little correlation between the size of the
posterior and its robustness, save for the decrease in certifiable robustness with IBP
for two layer networks.

Figure 5.6: By artificially reducing the number of training instances for Class 0, we
can see that there is a strong correlation between the amount of data trained on and
certifiable robustness. Specifically, we find that introducing only 592 images (10% of
the original amount) is enough to achieve certifiable robustness on 71.5% of test set
instances.
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Figure 5.7: We test the certifiable decision robustness of BNNs versus corresponding
DNNs. We find the certifiable robustness of the BNN inferred approximately with
VOGN to have significantly stronger robustness performance than that of the same
network trained with SGD. The dashed line indicates the median certifiable radius
for each method.

tune the learning rate parameters for each architecture individually. Each architecture

uses rectified linear units as activation functions and a softmax as its final layer. We

take the likelihood of the model to be the sparse categorical cross-entropy.

5.4.3.2 Robustness Analysis

In this section, we will describe the probabilistic robustness tests carried out on the

Bayesian neural network posteriors which were trained on MNIST. Our results are

visualized in Figure 5.4 and Figure 5.5.

Probabilistic Robustness In order to measure probabilistic robustness of our

MNIST trained posteriors, we build our input property as an ℓ∞ ball centered at

the test input with a variety of radii specified per analysis. Given that this is a

classification dataset, S is taken to be the set of outputs such that the classification

is equivalent to the true class. In this way, we consider natural errors to count

against the robustness of the network as an input which is misclassified prior to the

introduction of adversarial noise is certainly not robust for any selected input property.

In order to understand the probabilistic robustness profiles of each network, we again

take 250 test set images and compute their probabilistic and decision adversarial

robustness using both PGD and IBP. We again consider (0.1, 0.1) (ϵ, δ)-guarantees

using the sequential Massart bound to ensure that we have considered enough samples.
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In Figure 5.4a, we analyze a Bayesian neural network with one hidden layer that

has 64 hidden neurons. The input property under consideration is an ℓ∞ ball with

radius 0.025. Along the x-axis of the plot we separate all of the MNIST classes 0-9

and provide a representative image for the class. The y-value for each bar is then the

average probabilistic local robustness for images from that particular class. This kind

of analysis is helpful in that it shows us where in particular our classifier is vulnerable.

This can help us to design improved networks. We notice in Figure 5.4a that the class

associated with the digit 9 is particularly vulnerable to attacks and was unable to

be certified in any way. As such, we may seek to collect more data which represents

the digit 9 or augment the current collection of examples with some noise which

may improve the robustness. The correlation between training data and certifiable

robustness can be found in Figure 5.6. To produce this figure we study class 0 with

ℓ∞ radius 0.005 (for which we can certify nearly every test set input). We then reduce

the amount of training data artificially and re-measure the certifiable robustness. Of

course, when no training set instances are found we observe 0 certifiable robustness.

Interestingly, we see that adding back only 10% of the training data for this class

(592 images) is able to recover more than 70 percent of the certifiable robustness.

A theoretically principled approach to improving robustness is given in Chapter 7.

Further, we highlight that despite displaying relatively high robustness to adversarial

examples, we are unable to certify significant proportion of the posterior samples for

any given class. This highlights that, while we appear to be robust to PGD adversarial

examples, there may exist an attack which greatly reduces our robustness probability.

In Figure 5.5 we continue to study the probabilistic robustness of our Bayesian

posteriors on MNIST, this time focusing on different network architectures. We take

the input property of interest to be an ℓ∞ ball with radius 0.01. We hypothesize

that without any adversarial training, we would see a large decrease in robustness

for larger networks which has been observed for non-defended models [101]. In fact,

we notice that there is no correlation between model size and robustness to PGD

attack for the models tested. This lack of correlation is in line with the findings of

[23] who theoretically show that, in the limit of the size of a BNN, the robustness to

attacks should be maximized. They further find a positive correlation between the

size (in neurons) and robustness to gradient-based attacks. This is due to the gradient

cancellation affect discussed in Section 2.2.1. For IBP, on the other hand, we notice

a 0.2 drop in probabilistic robustness for networks with more than one hidden layer.

It seems straightforward to attribute this to the increased output approximation that

comes with interval bound propagation through more computation. That is, as a
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network gets deeper, the approximating bound propagation pass becomes more over-

approximate.

Decision Robustness In Figures 5.4c and 5.7 we study the effect of the size of

the ℓ∞ ball radius on decision robustness of a Bayesian posterior with one hidden

layer and 64 hidden units. We know that probabilistic robustness is a monotonically

decreasing function of the radius of the input ℓ∞ ball. This can be observed by

considering that when widening the considered radius by some value η the worst-case

example for each element of the posterior either gets worst (i.e. is in the outer η shell)

or remains the same worst-case example from before we widened the radius. As such,

the probabilistic robustness can only decrease.

It is not entirely clear what the relationship between probabilistic robustness and

decision robustness will be a priori. In Figures 5.4b and 5.4c we see that the notions

of probabilistic robustness and decision robustness are tightly linked, only differing

by a couple hundredths. In Figure 5.7, we again study the effect of the ℓ∞ radius,

this time by computing the maximal radius for which each test input can be certified

to be robust (w.r.t. decision robustness). We can then compare this directly with

what is obtained for SGD. We find that the certifiable radii of the Bayesian neural

network decision are significantly larger than those of the DNN. Specifically, we find

the median of the DNN certifiable radii to be 25% smaller compared to the BNN.

5.4.4 GTSRB

For our final case study, we analyze different approximate Bayesian posteriors on a

larger-scale and more safety-critical image classification task. We use the German

Traffic Sign Recognition Benchmark (GTSRB) which asks us to distinguish each of

the German traffic signs from 28 by 28 RGB images. These images are three times

the size of the MNIST images considered in the previous section, which brings us to

an input dimensionality of 2353. In this section, we perform the same analyses as in

the previous sections and focus our discussion primarily on any contrasts that exist.

We start by covering the particulars of the experimental setting and then focus on

how our analysis on GTSRB differs from what was observed on MNIST.

5.4.4.1 Experimental Setting

The GTSRB dataset has roughly 40,000 training set images and 10,000 test set images

which are unevenly distributed over more than 40 classes. In our set up, we take a

two class subset from this forty and perform random data augmentation to come up
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(a) We visualize two example images from different classes from
the GTSRB dataset.

(b) We investigate how different posterior
approximations perform in terms of their
probabilistic robustness profiles. We find di-
verse profiles for different posteriors.

(c) We investigate how different posterior
approximations perform in terms of their de-
cision robustness profiles. Again, we find de-
cision robustness is strongly linked to prob-
abilistic robustness.

(d) Analyzing the sample complexity in a
more realistic case study shows confirms
that we get consistent improvements in effi-
ciency.

(e) Inspecting the time complexity shows us
that for posteriors whose robustness is near
0.5 our improvement is the most negligible.

Figure 5.8: We analyze different posterior approximation methods when studying
Bayesian neural networks on a large-scale, realistic image classification dataset.
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with a dataset that has 7,500 training examples and 1,000 test set examples. We then

perform approximate Bayesian inference with some of the most scalable methods. In

particular we choose the Variational Online Gauss Newton (VOGN), Noisy Adam

(NA), and Stochastic Weight Averaging - Gaussian (SWAG). We randomly pick a

validation set of 500 images in order to do our hyper-parameter optimization and

tune the learning rates of our optimizer to maximize performance on these images.

We use a four hidden layer neural network architecture with two convolutional layers

followed by two fully connected layers. Each of the inference methods is able to

achieve a test set accuracy greater than 96% on the two class problem. Given that

the accuracy is so high, one may consider using such a classifier in a safety-critical

scenario and thus the analysis represented in this subsection is similar to analysis

one might perform if employing a Bayesian neural network in a such a safety-critical

context.

5.4.4.2 Robustness Analysis

In Figure 5.8a we visualize the two class subset of the GTSRB dataset that we consider

throughout this section. Given that this dataset is aimed at autonomous driving,

which is inherently a more safety-critical task than digit recognition, we consider a

stricter statistical guarantee. In particular, we compute (0.05, 0.05) (ϵ, δ)-guarantees

which we do in order to understand how our guarantees scale not only with larger

and more complex neural network architectures, but also in an attempt to gauge just

how computationally costly it is to perform robustness evaluation of a realistically

scaled Bayesian neural network. The result of this tightening of our bounds results in

an increase in the Chernoff sample bound from 150 to 750. For more on the sample

complexity and computational time see the paragraph below.

Probabilistic Robustness When testing the robustness of each approximate in-

ference method we consider an ℓ∞ ball with radius 4/255. Similarly to the analysis

performed in the last section, we consider a prediction safe if the worst-case input

inside of the input property is unable to change the predicted class of the sampled

neural network or of the Bayesian decision. In Figures 5.8b and Figures 5.8c we high-

light the probabilistic and decision robustness of the trained posteriors. Interestingly,

we notice that VOGN has a smaller gap between its robustness to adversarial attacks

and its certified robustness. An exact explanation for this phenomena is difficult to

pin down, yet one hypothesis is that VOGN is performing more faithful Bayesian

inference than the other methods. Thus, it is gaining an advantage through more
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careful regularization (through the prior) and has better uncertainty which may also

be correlated with higher robustness.

Sample Complexity and Computational Time The most noticeable difference

between Figures 5.8d, 5.8e and the identical analysis on the UCI dataset (Figures 5.3b

and 5.3d) is the scale of the y-axes. In particular, our analysis of the UCI dataset

took only 150 samples from the posterior which required at most 30 seconds. In

contrast, analysis of a larger CNN with input dimension several hundred times larger

takes up to 360 seconds (6 minutes). It is not just the larger input dimensionality and

architecture that causes this 10x jump in computational time, it is also the tightened

(ϵ, δ) guarantees causes an 5x increase in the number of samples. From this, we can

approximately infer that the sampling and attacking procedure takes twice as long as

that of the small UCI networks that we have previously considered.

Despite six minutes being a relatively long time compared to UCI, it is not an

unreasonable amount of time to require for safety testing a perception unit for an

autonomous vehicle. We also highlight that the independence of test set examples

means that we can parallelize our analysis, which in turn means we could feasibly

test dozens of images in a six minute duration.

5.5 Summary

In this chapter, we showed how one can compute local robustness properties of

Bayesian neural networks. The key contribution of this chapter was the introduction

of algorithms which produce estimates of different notions of robustness and that

these can be computed in practice with Monte Carlo integration over the posterior

predictive distribution. Secondly, noticing the safety-critical nature of the domains in

which local robustness is a concern, we provide exposition and adaptation of differ-

ent statistical estimation schemes to our notions of robustness such that guarantees

about the correctness of our estimate are satisfied. Specifically, we introduce statisti-

cal (ϵ, δ)-guarantees which allow us to make statements of the following kind: “We are

95% certain that the given Bayesian neural network is robust to any attack algorithm

with probability between 90% and 95% for the given input-output specification.”

Methodologically, we provide several insights into the computation of quantitative

statements like this including the sample complexity of being able to make statements

with tighter statistical guarantees. We introduced the Chernoff bound which re-

quires exponentially many samples with decrease in the (ϵ, δ) parameters. We further
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provided insights on well-known (Hoeffding) and lesser-known (Massart) sequential

sample bounds which have been used in the field of statistical model checking. The

major advantage of applying the Massart or Hoeffding bounds to this problem is a

polynomial reduction in the number of samples needed to reach the desired bounds

on confidence and error of our estimates. The primary downside of these algorithms

is their sequential nature. That is, we must keep a running empirical estimate that

is checked before each interval. This additional logical check does not, in theory,

produce a significant computational overhead, but in practice, this logical check does

prevent the use of parallelization which can harm the potential theoretical speed up.

Despite this, one can still use parallelization at the input level, as inputs are as as-

sumed to be independent and identically distributed. Moreover, one can perform the

logical check of the empirical estimate in a batch-wise capacity, which introduces the

possibility of sampling more networks than necessary.

Finally, in this chapter we benchmarked our methodology on several different

datasets and Bayesian neural networks of varying complexity. We started by demon-

strating our framework in a contrived setting where we are able to visualize the

weight-space function space correlation that is being leveraged. From this intuition,

we began by analyzing a benchmark of six different datasets which have been pre-

viously used to study approximate Bayesian inference. We find, as we might expect

that the robustness of the Bayesian neural network posteriors are strongly depen-

dent on the dataset that they were trained on, with each dataset being conducive to

different smoothness properties of the resulting posterior. We also observe that, in

practice, we are able to achieve strong improvements in the sample complexity re-

quired by leveraging statistical model checking. This sample complexity improvement

also directly translates to an improvement in the computational time for each bound.

From this regression dataset we moved to the MNIST hand-written digit recognition

benchmark. In our analysis of posteriors trained on MNIST, we showed how our

algorithm is able to provide insights into specific robustness qualities of the posterior

such as the class-wise robustness of images from the test set. Moreover, we studied

the correlation between decision robustness and probabilistic robustness. We found

that the two notions were strongly correlated on the MNIST dataset. We also stud-

ied the effect of architecture size on our statistical estimates of robustness and found

that the deeper the architecture the more approximate our IBP robustness estimate

became. Finally, we empirically studied a more realistic setting in the German Traffic

Sign Recognition Benchmark. Containing real-world, color images of traffic signs, we

train a Bayesian convolutional neural network and analyze its robustness properties.
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In this setting, we required much tighter statistical guarantees and still found that,

by and large, we preserve a significant computational advantage when employing sta-

tistical model checking to the problem of robustness estimation for Bayesian neural

networks, even for large-scale networks and inputs.

In the next chapter, we will consider further algorithms for the computation of

adversarial robustness properties of Bayesian neural networks and will re-analyze

many of these settings to gain a better understanding of their adversarial robustness.
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Chapter 6

Probabilistic Guarantees on
Adversarial Robustness of
Bayesian Neural Networks
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6.1 On Probabilistic Guarantees

In this section, we consider a tighter class of guarantees than the statistical (ϵ, δ)-

guarantees considered in the previous chapter. Namely, we consider computing sound

lower and upper bounds on the probability for each of our robustness definitions. With

the previous efficient framework for computing statistical (ϵ, δ)-guarantees there is no
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possibility of computing a guarantee with δ = 0 without infinite samples from the

posterior distribution. Thus, any statistical guarantee comes with some admitted

probability of failure which can be unsatisfactory in highly safety-critical environ-

ments such as airborne collision avoidance (explored in Figure 6.3). Instead, in this

section we consider probabilistic guarantees which completely remove reliance on δ

and compute upper and lower bounds whose function is similar to that of the ϵ param-

eter in the statistical guarantees in Chapter 5. Given a Bayesian neural network f θ

and a local property {T, S} with probabilistic robustness µZ we consider computing

probabilities µZ and µZ such that:

µZ ≤ µZ ≤ µZ

A primary appeal of such a probabilistic guarantee is that in the case that µZ > 0.99

we know that with absolute certainty (i.e., δ = 0) there is a less than a 1% chance

of failure for the given posterior and local property. Further, if µZ < 0.5 we know

with certainty that the 50% of the models in our Bayesian posterior do not satisfy

the property under consideration. With the δ term removed from the equation, one

can consider the bounds we compute in this chapter to be related to the statistical

error, ϵ, in the following way: ϵ = µZ − µZ . Further, these bounds on robustness

allow us to have the same level of rigour as has been developed for deterministic

neural networks, thus enabling the deployment of Bayesian neural networks with

strong probabilistic guarantees in all fields where deterministic neural networks may

be currently deployed.

In this section, we first outline a series of propositions which theoretically allow

one to achieve sound probabilistic upper and lower bounds on probabilistic properties

of Bayesian neural networks. We then recall the formulation of probabilistic robust-

ness and formally state the necessary steps for its upper and lower bounding. After

a discussion of strengths and limitations, we finish the chapter with another compre-

hensive empirical investigation and find that we can compute probabilistic bounds

for networks in safety-critical fields such as airborne collision avoidance.

6.2 Computing Probabilistic Guarantees

6.2.1 Exact Probabilistic Safety from Maximal Safe Weight
Sets

When computing statistical guarantees, we highlighted the correspondence between

sampling in the weight-space and sampling in the function space. Namely, we pointed
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out that by sampling weights θ ∼ p(θ|D) we are also sampling functions proportion-

ally to their posterior probability. Throughout this chapter, we will assume w.l.o.g.

that our parameters are distributed according to an arbitrary distribution q(θ) which

can, of course, be the posterior. In this section, we begin tackling the computation

of probabilistic bounds from the same observation. This time, rather than reasoning

about a single weight θ, we reason about an set of infinite samples (and therefore

functions) in order to theoretically build probabilistic bounds. Given a local robust-

ness property {T, S}, we will define Probsafe(T, S,θ) to be the real value probability

corresponding to the model robustness of a Bayesian neural network fθ. In what

follows and without loss of generality, we will formulate the theoretical framework to

evaluate probabilistic safety for Bayesian neural networks. To start we show the exact

computation of Probsafe(T, S,θ) reduces to computing the maximal set of weights for

which the corresponding deterministic neural network is safe (or unsafe). To formalize

this concept, consider the following definition.

Definition 9. We say that H ⊆ Rnparams is the maximal safe set of weights from T to

S, or simply the maximal safe set of weights, iff H = {θ ∈ Rnparams | ∀x ∈ T, f θ(x) ∈
S}. Similarly, we say that K ⊆ Rnparams is a maximal unsafe safe set of weights from

T to S, or simply the maximal unsafe set of weights, iff K = {θ ∈ Rnparams | ∃x ∈
T, f θ(x) ̸∈ S}.

From the definition of a maximal safe weight set, we present a proposition which

allows us to directly relate the maximal safe set to the probability of safety. First,

we highlight that, given H is a safe set of weights, Definition 9 implies that for any

θ ∈ H the corresponding neural network is safe, i.e., ∀x ∈ T, f θ(x) ∈ S. Then, a

trivial consequence of this in conjunction with the definition of probabilistic safety is

the following proposition.

Proposition 1. Let H and K be the maximal safe and unsafe set of weights from T

to S. Assume that θ ∼ q(θ). Then, it holds that∫
H

q(θ)dθ = Probsafe(T, S,θ) = 1−
∫
K

q(θ)dθ. (6.1)

Proposition 1 simply translates the safety property from the function space to

an integral computation on the weight space. The intuitive interpretation of this

proposition is that, if we know the maximal safe (or unsafe) set of weights, then by

computing the probability of the set under the posterior we arrive exactly at the

probability we desired.
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The technique of reducing probabilistic safety computation to computing a maxi-

mal safe or unsafe set gives us a perspective on how we might theoretically go about

computing the true probability of safety; however, for practical neural networks with

support on real intervals (or any continuous support) the computation of H or K

would require marginalization over an infinite space of weights. In the following sec-

tion, we state practical methods for computing bounds on the true value of robustness

offered by approximating H and K.

6.2.2 Bounding Probabilistic Robustness

In this section, we start from the observation that computation of the maximal safe

and unsafe sets is unfeasible due to marginalization over weights being intractable.

Given this, we make the following relaxation of the safe and unsafe weight sets:

Definition 10. Given a maximal safe set H or a maximal unsafe set of weights, we

say that Ĥ and K̂ are a safe and unsafe set of weights from T to S, iff Ĥ ⊆ H and

K̂ ⊆ K.

Here, we allow Ĥ and K̂ to be safe and unsafe sets (respectively) without requiring

that they be maximal as before. Essentially, Ĥ and K̂ can consist of any known

safe and unsafe weights respectively. Without maximality, we no longer have strict

equality in Proposition 1, but instead we have arrived at bounds on the value of

probabilistic robustness:

Proposition 2. Let H and K be the maximal safe and unsafe set of weights from T

to S. Let Ĥ ⊆ H and K̂ ⊆ K be non-maximal safe and unsafe weights. Assume that

θ ∼ q(θ). Then, it holds that∫
Ĥ

q(θ)dθ ≤ Probsafe(T, S,θ) ≤ 1−
∫
K̂

q(θ)dθ. (6.2)

We highlight that the inequalities in this proposition become strict when we disal-

low subset equality (i.e., Ĥ ⊂ H and K̂ ⊂ K). Further, we notice that this guarantee

is exactly the kind of guarantee we desired at the outset of this chapter. Now that we

have relaxed the requirement on maximality of the safe and unsafe sets, we can begin

to reason about building a safe or unsafe set of weights by sampling and checking

safety, as in algorithms from Chapter 5, Algorithm 1 and Algorithm 2. However, the

problem with simply building a finite set of point-wise safe weights is that they will

inevitably have measure 0 (when the posterior has support over a continuous space)

and therefore will give us vacuous bounds on the desired safety, which is discussed in

more detail below.
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6.2.2.1 Computing the Probability of Weight Sets

We now know that if we can build an under and over-approximation to the safe weight

set then we can arrive at lower and upper bounds on probabilistic safety. Before con-

tinuing, we briefly discuss computation of the integrals involving these parameter

sets. Given a parameter set (or a disjoint set of parameter sets), H, we are inter-

ested in knowing the following quantity:
∫
H
p(θ|D)dθ. In practice, we leverage the

approximate posterior form arrising from various approximate inference techniques

in order to compute this value. As we have discussed in Chapter 2 and 3, there are

two primary forms of approximate inference for Bayesian neural networks: Markov

chain Monte Carlo methods and variational inference methods. For Markov chain

Monte Carlo methods, the resulting posterior is represented as a series of samples

{θ(i)}mi=0 where m is the number of samples reached when the chain either terminated

or converged. Where we assume each sample has probability 1/m of being drawn

from the posterior, we can compute the desired probability as follows:

m∑
i=0

I(θ(i) ∈ H)/m (6.3)

where I(θi ∈ H) returns 1 if the sample is inside of the safe interval(s) and 0 otherwise.

For variational posteriors, the procedure is slightly different. Firstly, let us assume

that our variational posterior takes the form of a Gaussian distribution with diagonal

covariance (this is a very common assumption in Bayesian deep learning). If this is

the case, then we have the following proposition to compute the integral of interest:

Proposition 3. Assume that Σ, the covariance matrix of the posterior distribution

of the weights, is diagonal with diagonal elements Σ1, ...,Σnw . Let Ĥ1, ..., ĤM be M

disjoint safe sets of weights such that, for i ∈ {1, ..,M}, Ĥi = [li1, u
i
1]× ...× [linw

, ui
nw
]

and Ĥi ∩ Ĥj = ∅ for i ̸= j. Then, it holds that∫
Ĥ1,...,ĤM

p(θ|D)dθ ≥
M∑
i=1

nw∏
j=1

1

2

(
erf

(
µj − lij√

2Σj

)
− erf

(
µj − ui

j√
2Σj

))
.

where erf is the Gaussian error function.

Given that we now have a methodology for computing probability of our safe

parameter sets, in conjunction with Proposition 1 and 2, we now have a methodology

for computing or bounding probabilistic safety given that we have a set of safe or

unsafe parameters. In the next section, we will show how to compute weight intervals

and determine their safety for a given Bayesian neural network and local robustness

specification.
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6.2.2.2 Building Ĥ and K̂ from Intervals

Here we address the problem of sequentially considering single parameter samples to

build safe and unsafe sets. We introduce the notion of a weight interval, defined as

[θL, θU ] such that ∀i θLi < θUi . We then show how, given a local robustness property,

{T, S}, one can prove that for all θ ∈ [θL, θU ], f θ respects the local robustness prop-

erty. In order to do so, we notice that the interval [θL, θU ] can be treated identically

to the input intervals we have considered in interval bound propagation. That is,

for a single input, we could perform interval computations with the weight param-

eters instead of the input property to arrive at over-approximations of the output

set. Yet, in order to verify that the functions f θ′(x′) is safe for all x′ ∈ T and for all

θ′ ∈ [θL, θU ] we need to consider jointly the worst-case input and weight sample. We

highlight that computation of a point-wise worst-case for either the weight space or

input space is a non-convex optimization problem and therefore cannot be efficiently

solved. Instead, by leveraging convex relaxation of both of these problems, we can

compute a sound over-approximation of the worst-case effect from input and weight

space (jointly). In order to illustrate how this is done, we consider intervals both

in the input and weight space and show how one can perform interval arithmetic to

propagate worst-case errors through the network.

Before discussing our interval bound propagation technique in detail, we first re-

call our notation for fully-connected networks. We highlight that at this point it is

convient to split θ into sets for the weights, {W (i)}nlayers

i=0 and biases {b(i)}nlayers

i=0 . The

formulation we give here for fully-connected networks can be extended to convolu-

tional neural networks through the method of [17].

z
(0)
j = xj, ϕ

(i)
j =

ni−1∑
k=1

W
(i)
jk z

(i−1)
k + b

(i)
j , z

(i)
j = σ(i)

(
ϕ
(i)
j

)
, j = 1, . . . , ni.

for k = 1, . . . , nlayers, where nlayers is the number of hidden layers. We also recall

that σ(·) is an activation function, W (k) ∈ Rnk×nk−1 and b(k) ∈ Rnk are the matrix of

weights and vector of biases that correspond to the kth layer of the network and nk is

the number of neurons in the kth hidden layer. We are now interested in propagating

two sets of bounds (one in the input space and one in the weight-space) through

these equations in order to check if an output constraint is met. In what follows, we

consider an extension of interval bound propagation (IBP) to accomplish this task.
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Interval Bound Propagation for Bayesian Neural Networks In previous sec-

tions, we have discussed interval bound propagation as a means of over-approximating

the worst-case output of a neural network f θ for a given input interval T := [xL,xU ].

The key in this propagation was over-approximation, i.e., that the output [yL,yU ]

was worse than anything that could be achieved by an input x∗ ∈ [xL,xU ]. This

was completed by taking upper and lower bounds on the pre-activations by consider-

ing both xL and xU prior to the application of a monotonically increasing activation

function. Indeed, the same can be done for a weight-space interval, [θL, θU ]. One

can compute the upper and lower bounds on the pre-activations in exactly the same

way to achieve an output interval [yL,yU ] which accounts for the worst-case output

achievable by manipulating the weights inside of the given weight interval.

Despite this, simply propagating with respect to [θL, θU ] or [xL,xU ] independently

does not allow us to safely include [θL, θU ] in the set of safe weights. In order to

soundly conclude that a given weight interval [θL, θU ] is safe we must over-approximate

the worst-case outputs achievable from the joint application of the input and weight

interval. To see this, assume we have both the worst-case weight θ∗ ∈ [θL, θU ] and

worst-case input x∗ ∈ [xL,xU ]. If f θ∗(x∗) ∈ S, then necessarily all of the parameter

settings in [θL, θU ] map inside of S as well.

Below, we show how to jointly propagate a weight interval [θL, θU ] and input inter-

val [xL,xU ]. This propagation takes the form of a modified formulation of a forward

pass through the neural network architecture such that the resulting output bounds

are an over-approximation of the outputs achievable through simultaneous modifica-

tion of the input and weights (within the given intervals). Both of the propagation

techniques shown below use intervals in the input and weight space. Other relax-

ation techniques such as linear bounds on inputs and weights can be used at the cost

of greater computational complexity. Another difficulty with the extension to more

complex relaxation techniques is the computation of non-overlapping safe weight sets.

Dealing with these complications is a valuable direction of research for future work.

Proposition 4. Let f θ(x) be the network defined by the set of Equations (3.2)–(3.3)

with K hidden layers, let for k = 0, . . . , K. Further, let W:j represent the jth column

of the matrix W .

t
(k),L
ij = min{W (k),L

ij z
(k),L
j ,W

(k),U
ij z

(k),L
j ,W

(k),L
ij z

(k),U
j ,W

(k),U
ij z

(k),U
j }

t
(k),U
ij = max{W (k),L

ij z
(k),L
j ,W

(k),U
ij z

(k),L
j ,W

(k),L
ij z

(k),U
j ,W

(k),U
ij z

(k),U
j }
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where i = 1, . . . , nk+1, j = 1, . . . , nk, and z(k),L = σ(ζ(k),L), z(k),U = σ(ζ(k),U) and:

ζ(k+1),L =
∑
j

t
(k),L
:j + b(k),L

ζ(k+1),U =
∑
j

t
(k),U
:j + b(k),U .

Then we have that ∀x ∈ T and ∀w ∈ Ĥ:

fw(x) = ζ(K+1) ∈
[
ζ(K+1),L, ζ(K+1),U

]
.

The proposition above, whose proof is in the Appendix (this can also be found in

[150]), yields a bounding box for the output of the neural network in T and Ĥ. We no-

tice that this bound makes use of element-wise minimum and maximum computations

(for each of the bound combinations). Doing so allows us to achieve tighter bounds

on the output interval than naively combining the previous two notions of IBP. How-

ever, element-wise minimum and maximum are slightly more expensive on modern

computational hardware and can sometimes be difficult to implement correctly in

auto-differentiation software. As such, we also provide a looser but computationally

faster method, which may be easier to implement in modern auto-differentiation soft-

ware. We employ the center point method that is used for deterministic certification

but with a center point over weights as well. The intuition for this is that that the

over-approximation holds in one case and so ought to hold in the second. A formal

proof that this is true can be found in the Appendix for this chapter. :

Proposition 5. Let f θ(x) be the network defined by the set of Equations (3.2)–(3.3)

with K hidden layers, let for k = 0, . . . , K:

z(k),c =
z(k),U + z(k),L

2

z(k),r =
z(k),U − z(k),L

2

(6.4)

W (k),c =
W (k),U +W (k),L

2

W (k),r =
W (k),U −W (k),L

2

(6.5)

t(k),c = W (k),c · z(k),c (6.6)

ζ(k+1),U = t(k),c + |W (k),c| · z(k),r +W (k),r · |z(k),c|+ |W (k),r| · |z(k),r|+ b(k),U

ζ(k+1),L = t(k),c − |W (k),c| · z(k),r −W (k),r · |z(k),c| − |W (k),r| · |z(k),r|+ b(k),L
(6.7)

Then we have that ∀x ∈ T and ∀w ∈ Ĥ:

fw(x) = ζ(K+1) ∈
[
ζ(K+1),L, ζ(K+1),U

]
.

107



The proof of this proposition can also be found in the Appendix.

6.3 Bounds on Probabilistic Robustness

In this section we present our methodology for computing upper and lower bounds

on different notions of robustness algorithmically. For each algorithm, we first ana-

lytically express the bound on the desired robustness quantity and then we proceed

to discuss exactly how each algorithm proceeds in computing the bound as well as

any practical parameter choices that need to be made in order for the algorithm to

function properly.

Algorithm 3 Lower Bounding Probabilistic Safety for BNNs

Input: T – Compact Input Region, S – Safe Output Set, f θ – Bayesian Neural
Network, p(θ|D) – Posterior Distribution, N – Number of Samples, γ –Weight margin.
Output: Safe lower bound on probabilistic robustness.

1: Ĥ ← ∅ # Ĥ is a set of known safe weight intervals
2: for i← 0 to N do
3: θ(i) ∼ p(θ|D)
4: [θ(i),L, θ(i),U ]← [θi − γ, θi + γ]
5: yL,yU ← Method(f, T, [θ(i),L, θ(i),U ]) # Interval Bound Propagation
6: if ∀y ∈ [yL, yU ]y ∈ S) then
7: Ĥ ← Ĥ

⋃
{[θ(i),L, θ(i),U ]}

8: end if
9: end for
10: Ĥ ← MergeOverlappingRectangles(Ĥ) # Ensure disjoint intervals Prop. 3
11: p← 0.0
12: if Ĥ ̸= ∅ then
13: for [θ(i),L, θ(i),U ] ∈ Ĥ do
14: p← p+ Probp(θ|D)([θ

(i),L, θ(i),U ]) # See Section 6.2.2.1
15: end for
16: end if
17: return p

6.3.1 Sound Lower Bounds on Probabilistic Robustness

Throughout this chapter we have discussed the case of lower-bounding probabilistic

robustness. We established that if we knew all of the weight settings for which the lo-

cal robustness property holds, then we would know the exact probabilistic robustness.

Given that we cannot know all such safe weights, we turned our attention to subsets

of the safe weights. In particular, we highlighted that if we knew a strict subset of
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the safe-weights, then we would have a lower bound on the probabilistic robustness.

Given such a subset of safe weights Ĥ, we have the following bound on probabilistic

safety from the first half of Proposition 2:

∫
θ∈Ĥ

q(θ)dθ ≤ Probsafe(T, S,θ)

In our discussion, what remained was to compute such an Ĥ which we showed was

possible through bound propagation in the weight and input space simultaneously.

In Algorithm 3 we perform each of these steps sequentially in order to arrive at a safe

set of weights Ĥ as well as the corresponding lower bound on Psafe(T, S,θ).

The parameters in Algorithm 3 are the local property of interest {T, S}, a Bayesian
neural network fθ, and a number of samples to take from the posterior, N . For

posteriors with continuous support, we introduce a weight margin (γ) in order to

define a interval around the sampled weight. A key insight for the proper functioning

of the algorithm is to scale γ by the covariance matrix of the variational posterior (in

the case of MCMC posteriors no weight margin is used). This allows for the weight

margin to be specified in number of standard deviations above and below the sample

which in turn allows us to know approximately what probability density each sampled

interval will cover.

On line 1, we initialize the set of safe weights to the empty set, corresponding to

setting the lower bound at probability 0. We then proceed to sample and check N

different weight intervals. For each sampled weight, we build the interval on line 4

(assuming the support is continuous) and then propagate bounds through the network

in order to get an over-approximation of the output of the neural network. If the entire

output is within the safe set, then we are able to soundly conclude that the weight

interval is in the safe set and take the union of the already computed safe set with

the current weights. After we have checked all of the sampled weight intervals we

proceed to merge overlapping interval. Merging overlapping intervals simply enforces

that any θi belongs to only one member of the set Ĥ which is a precondition of

Proposition 3. Once we have arrived at a subset of the safe weight set, we must

compute the probability of seeing these weights under the Bayesian posterior. This

is done as described in Section 6.2.2.1.

6.3.2 Sound Upper Bounds on Probabilistic Robustness

Throughout our exposition of computing bounds on Probsafe(T, S,θ), though we fo-

cused on computing safe weights Ĥ, we also stated our theorem for unsafe weights
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Algorithm 4 Upper Bounding Probabilistic Safety for BNNs

Input: T – Input Set, S – Safe Set, f θ – Bayesian Neural Network, θ – Posterior
Distribution, N – Number of Samples, γ – Weight Margin.
Output: Safe upper bound on probabilistic robustness.

1: K̂ ← ∅ # K̂ is a set of known unsafe weight intervals
2: for i← 0 to N do
3: θ(i) ∼ θ
4: xadv ← Attack(f, θi, T ) # FGSM/PGD
5: [θ(i),L, θ(i),U ]← [θ(i) − γ, θ(i) + γ]
6: yL,yU ← Method(f,xadv, [θ

(i),L, θ(i),U ]) # Interval Bound Propagation
7: if ∀y ∈ [yL, yU ]y /∈ S) then
8: K̂ ← K̂

⋃
{[θ(i),L, θ(i),U ]}

9: end if
10: end for
11: Ĥ ← MergeOverlappingRectangles(Ĥ) # Ensure disjoint intervals Prop. 3
12: p← 0.0
13: if Ĥ ̸= ∅ then
14: for [θ(i),L, θ(i),U ] ∈ Ĥ do
15: p← p+ Probp(θ|D)([θ

(i),L, θ(i),U ]) # See Section 6.2.2.1
16: end for
17: end if
18: return p

110



Interval in Input Space Interval in Weight Space Interval in Output Space

(a) We plot an example of a 1D input, single-neuron example of our algorithm for one
iteration. Left: We take any input x and its input interval as specified by the user ,
Center: After sampling the posterior, we take an interval in the weight space based on a
margin γ the effect of which is further explored below. Right: By using proposition 4 we
are able to arrive at bounds on the output. Checking the safety of this interval will allow
us to either include or exclude the interval [θL, θU ].

v6

v5

v4

v3

v1

v2

(b) We again consider our regression running example from the previous chapters, this
time allowing for the visualized samples to be from a posterior with continuous support
(visualized in subfigures b-d). We consider Ĥ = {Hi}4i=0 as visualized by the disjoint
intervals above. Red indicates not robust weight intervals, black indicates robust intervals.

H1 H2 H3 H4

True robustness probability: 0.45

Probabilistic lower bound: 0.18

Probabilistic Bound from Intervals

(c) For small weight inter-
val (γ = 1) we recover an
overly conservative prob-
ability estimate.

=-

Probabilistic Bound from Intervals

H1 H2 H3 H4

True robustness probability: 0.45

Probabilistic lower bound: 0.39

(d) For medium weight
margin (γ = 2), we would
recover a better lower
bound than for smaller
weight margin.

Probabilistic Bound from Intervals

H1 H2 H3 H4

True robustness probability: 0.45

Probabilistic lower bound: 0.00

(e) For large weight mar-
gin (γ = 3), we are con-
sidering too large of a
range in the parameter
space and achieve only a
vacuous lower bound of 0.

Figure 6.1: We demonstrate the workings of our algorithm in (a), and the effect of of
γ, the weight margin, by using our regression running example in (b) and (c-e).
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K̂. Given a local robustness property {T, S} and the induced safety probability,

Probsafe(T, S,θ), one can consider an upper bound to the probabilistic safety by first

considering a sound bound on the probability of unsafety. To do so, we imagine

we have access to every weight such that the adversarial property does not hold. Of

course, we could then compute the probability of such weights (i.e., Probunsafe(T, S,θ))

and this would give us an exact bound on the safety of the network. This is a

straightforward implication of the fact that a particular weight is either safe or un-

safe. Thus, the maximal safe weight set and the maximal unsafe weight set are

disjoint and we know that Probunsafe(T, S,θ) + Probsafe(T, S,θ) = 1, and therefore

Probsafe(T, S,θ) = 1 − Probunsafe(T, S,θ). To observe how an upper bound is es-

tablished consider a subset of the maximal unsafe set weights, K̂, then we have the

following bound directly from the second half of Proposition 2:∫
θ∈K̂

q(θ)dθ ≤ Probunsafe(T, S,θ),

and correspondingly via simple application of the relations given above we have,

Probsafe(T, S,θ) ≤ 1−
∫
θ∈K̂

q(θ)dθ.

To compute this bound, we can proceed exactly as we did for computing a safe lower

bound to probabilistic safety save for the way in which we check if our output interval

is unsafe. In order to determine that a weight is unsafe, we must check that for at

least one input in the input set the output is unsafe. This is the logical inverse of

our safety property: ¬(f θ(x) ∈ S ∀x ∈ T ) = (∃x s.t. f θ(x) /∈ S). Notice that,

unlike the procedure for computing safety, here we do not need to jointly propagate

a weight-space interval as we only need to find an x which causes the entire weight

interval to be mapped outside of S. Luckily, computing an input such that the output

property is violated is identical to the formulation for adversarial examples. Thus,

in order to test if there exists a single input that causes the weight interval to be

unsafe, we leverage the developments in adversarial attacks in order to attack each

sampled weight θi (see line 4 of Algorithm 3). We highlight that our algorithm is

transparent to the methods of computing adversarial examples as well as the method

for performing bound propagation. As such, users can select an attack or propagation

method corresponding to the desired computational complexity. Moreover, using fast

methods such as FGSM and IBP require the computation equivalent of only four

forward passes through the neural network architecture, which can be done efficiently

with modern deep learning software.
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6.4 Empirical Investigation

6.4.1 Intuitive Examples

In this section, we start by extending our running example set up in order to provide

visual aids for descriptions of Algorithms 3 and 4. Following this discussion, take

a very similar regression task and learn a small Bayesian neural network posterior.

We use both of these simple settings to set up and then confirm intuitions about the

proposed methodologies.

Running Example In Figure 6.1(a-e) we give a visual intuition for the working

of our proposed methodology. In Figure 6.1a, we briefly demonstrate how interval

bound propagation works for the simplest Bayesian neural network. Consider a single

hidden unit, one input, one output Bayesian neural network with no bias. This can

be expressed as y = σ(θx). By sampling, θ′ ∼ p(θ|D), we get a sampled function

y = σ(θx) which is visualised as the solid dots in In Figure 6.1a. In the first panel

of Figure 6.1a, we consider an interval in the input space which is represented as an

interval over the identity function. In the second panel of Figure 6.1a we represent

a sample from the posterior distribution over our parameter and its corresponding

interval which we arrive at by taking ±γ. Recall that, in practice, γ is typically

scaled by the variance of the posterior (where available). In the right-most panel, we

have the resulting bounds in output space. This comes from Proposition 4. We can

provide a simple visual intuition here for how Proposition 4 works. Consider that

we only have four possible combinations of inputs to the function σ these inputs are:

{xLθL,xLθU ,xUθL,xUθU}. Given that σ is monotonically increasing, we know that

the max and min of these options will maximize and minimize σ, respectively.

While xL and xU are chosen according to some desired robustness specification,

θL and θU (or more simply just the margin γ) are selected arbitrarily. In Figure 6.1(c-

e) we briefly reason about how this selection of γ matters in practice. We consider

computing the robustness of test input v2 from our running example which is recalled

in Figure 6.1b. In previous examples, we knew from having access to a clean posterior

mass function that the probabilistic model safety was 0.45. In this example, we

consider approximating the previous probability mass function with a smooth and

continuous (but not analytical) probability density function which can be seen in

black in Figures 6.1(c-e). We continue our assumption that the true probabilistic

safety is 0.45 and that samples from the colored region of the density are arbitrarily

similar (functionally) to the corresponding colored function in the running example,
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Figure 6.1b. Given this set up we reason about selecting different values of γ. In

Figure 6.1c, we see that for small γ we are able to sample safe regions, but the

density considered inside of the range of the weight margin is too small to build up a

tight lower bound. For example these regions my only cover 0.18 of the total robust

region which has cumulative density 0.45. One solution to this is to simply take more

sampled weight regions. In the next panel, Figure 6.1d, we consider a larger weight

margin which allows us to both verify the safety of the sampled weight intervals

and build reasonable probability mass. In this case, we showed that we were able

to build up a lower bound of 0.39 which is considerably closer to the true value of

the probabilistic model robustness. In order to potentially increase the bound even

further, in Figure 6.1e, we represent what happens when we take γ to be even larger.

The result is that all of the sampled intervals are too large to verify (in this case, no

matter where we place them). This yields a vacuous lower bound of 0 as no weight

was found to be safe.

One might observe that we could have solved the problem that arose in Figure 6.1c

by taking more samples. Perhaps, taking twice as many samples would have yielded

an equivalent lower bound to adjusting margin (as in Figure 6.1d). However it would

have been twice as computationally expensive to check all of the new intervals. While

increasing the margin can lead to efficient computation of probabilistic robustness, we

observed in Figure 6.1e that making the margin too wide results in vacuous bounds.

Thus, selecting the margin and number of samples is a balancing act. It is more

computationally expensive to check more weight intervals compared to checking fewer

with a larger weight margin, but having a margin too large makes verification vacuous.

Polynomial Regression Example To confirm our hypotheses that we established

in the above, we adopt a simple experimental setting that that was studied in [90, 67].

Namely, we consider a regression task where we learn a Bayesian neural network from

noisy data centred around the function y = x3, as illustrated in Figure 6.2. To

generate our dataset, we draw 50 values (taken as inputs x) uniformly from the

interval [−4, 4] and assign them a y label according to x3 + N (0, 4). Given this

dataset, we train a Bayesian neural network with 128 hidden neurons for 10 epochs.

We illustrate what a potential property of interest looks like in this scenario by

setting T = [−ϵ, ϵ] and S = [−δ, δ], with ϵ = 0.2 and δ = 5 as the input and output

specification. This can be seen in the right half of Figure 6.2a. We use Algorithm 3

to compute Psafe(T, S), that is, the probability that for all x ∈ [−ϵ, ϵ], f θ(x) ∈ [−δ, δ].
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(a) Left: An illustration of the regression problem with true function in red and
the noisy data in blue. Right: Sampled BNN predictions which are all within in
property region defined by ϵ and δ.

(b) Lower bound on the probabilistic safety
of the BNN given different input output
properties. Boxes represent the properties
and are colored by their lower bound.

(c) We plot the effect of the primary hyper-
parameters for our bounds: γ the weight
margin, and the number of samples. As
both increase we are considering more of the
posterior and get a tighter lower bound.

Figure 6.2: Simple robustness tests and illustrations for a toy regression example.
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We highlight that this specification is identical to the kind of specification that was

considered in our running example above.

In the rightmost plot of Figure 6.2c, we analyze performance of Algorithm 3 under

different parameter settings. In particular, we try a range of values for N (number

of samples) and γ (the weight interval/margin). The general trend hypothesized in

our previous section is realized: we see an increase in the lower bound for increased

samples (N) and increased weight margin (γ). Further, we notice that our discussion

on increasing margin or number of samples was fairly accurate. Given the smallest

margin tested (0.35) one could either evaluate more samples, making the algorithm

4 to 6 times more computationally expensive, or one can simply increase the margin.

Increasing the margin in this case does not increase the computational load, but

increases the lower bound considerably. Increasing both, taking 300 samples with

margin 1.0, we are able to get a lower bound probability of 0.945. Not only is this

bound both sound and tight, but it is tighter than any bound achievable by the

Massart bound with that many samples. We highlight in Figure 6.2c that we never

ran into an issue with a margin too large as in Figure 6.1e likely due to the fact that

the property was true everywhere and thus it would have been difficult to arrive at a

weight margin that causes vacuous bounds in this case.

In Figure 6.2b, we continue our analysis of this setting by expanding the prop-

erties we consider. In particular, we center 11 properties at x(k) = (k − 5)/2 for

k ∈ {0 . . . 10}. For each point, the input specification is taken to an ℓ∞ ball centered

at the point with radius ϵ: T
(k)
ϵ := [

(k − 5)

2
− ϵ,

(k − 5)

2
+ ϵ]. The output specifi-

cation is taken to be an ℓ∞ ball centered at the true output and parameterized by

δ: S := [
((k − 5)

2

)3 − δ,
((k − 5)

2

)3
+ δ]. In conjunction, these properties constitute

a Lipschitz continuity property of the Bayesian neural network samples. We visual-

ize these properties for four different property specifications for the combination of

ϵ ∈ {0.1, 0.25} and δ ∈ {2, 6}.
In the upper-left quadrant of Figure 6.2b we visualize the property that is visu-

alized in Figure 6.2c but shifted around to different x values. We see that for most

selected values of x we are able to prove the property holds for the given Bayesian

posterior. However, for the value x = ⟨−2.5⟩ we get a lower bound of 0. Upon closer

inspection, we can see that this is not actually a cause for concern as it is not clear

that the true function (drawn in purple) respects the given property. By tightening δ

(upper right plot of Figure 6.2b) we see that fewer of the properties are specifiable as

we might expect. Conversely, increasing ϵ (lower left plot of Figure 6.2b) we are able

to prove the property holds everywhere that it is tested. Finally, we decrease ϵ and δ
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Method Property Psafe Time (s) Num. Samples

IBP

ϕ1 0.9739 136 10500
ϕ2 0.9701 117 9000
ϕ3 0.9999 26 2000
ϕ4 0.9999 26 2000

Table 6.1: VCAS probabilistic lower bound. ϕ1, ϕ2 check consistency of DES1500 and
CLI1500, respectively. ϕ3, ϕ4 check for the lack of dangerous DES1500 and CLI1500
predictions, respectively.

(lower right plot of Figure 6.2b) and find that this tighter property is only verifiable

in flat portions of the function.

In summary, in this section we realized the hypotheses generated by our intuitive

visualization of our algorithm In the following sections we will turn our attention to

realistic scenarios to assess the practical applicability of our algorithms.

6.4.2 Aircraft Collision Avoidance

Figure 6.3: VCAS encounter geometry and properties under consideration. Left:
Taken from [77], a visualization of the encounter geometry and the four variables that
describe it (distance τ , ownship heading ḣ own, intruder heading ḣint, and vertical
separation h). Center: Visualization of ground truth labels (in color); red boxes
indicate hyper-rectangles that make up the input areas for property ϕ1 (red boxes
in the blue area) and ϕ2 (red boxes in the green area). Right: Hyper-rectangle for
visualization of properties ϕ3 and ϕ4: we ensure that DES1500 is not predicted in the
green striped box and CLI1500 is not predicted in the blue striped box.

We empirically evaluate probabilistic safety for the vertical collision avoidance

system dataset (VCAS) [77]. The task of the original neural network is to take as

input the information about the geometric layout (heading, location, and speed) of

the ownship and intruder, and return a warning if the ownship’s current heading puts

it on course for a near midair collision (NMAC). The VCAS dataset consists of 36.4
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million examples of intruder scenarios, each of which is described using four variables

(displayed in the leftmost component of Figure 6.3, taken from [77]). There are

four input variables describing the scenario (Figure 6.3) and nine possible advisories

corresponding to nine output dimensions. Each output is assigned a real-valued

reward. The maximum reward advisory indicates the safest warning given the current

intruder geometry. The three most prominent advisories are clear of conflict (COC),

descend at a rate ≥ 1500 ft/min (DES1500), and climb at a rate ≥ 1500 ft/min

(CLI1500). We train a BNN with one hidden layer with 512 hidden neurons that

focuses on the situation in which the ownship’s previous warning was COC, where we

would like to predict if the intruder has moved into a position which requires action.

This scenario is represented by roughly 5 million entries in the VCAS dataset and

training our BNN with VI results in test accuracy of 91%. We use probabilistic local

robustness to evaluate whether the network is robust to four properties, referred to

as ϕ1, ϕ2, ϕ3 and ϕ4 which comprise a probabilistic extension of those considered

for NNs in [79, 145]. Properties ϕ1 and ϕ2 test the consistency of DES1500 and

CLI1500 advisories: given a region in the input space, ϕ1 and ϕ2 ensure that the

output is constrained such that DES1500 and CLI1500 are the maximal advisories

for all points in the region, respectively. On the other hand, ϕ3 and ϕ4 test that, given

a hyper-rectangle in the input space, no point in the hyper-rectangle causes DES1500

or CLI1500 to be the maximal advisory. The properties we test are depicted in the

centre and right plot of Figure 6.3.

In Table 6.1 we report the results of the verification of the above properties, along

with their computational times and the number of weights sampled for the verification.

Our implementation of Algorithm 3 with IBP is able to compute a tight lower bound

for probabilistic safety with these properties in a few hundreds of seconds.1

This case study and the results obtained validate the necessity and value of Al-

gorithm 3. The benefits of calibrated uncertainty in the case of airborne collision

avoidance are clear: if there is a case which is not captured by the training data, we

would not like for a confident advisory to be issued. However, calibrated uncertainty

is typically not achievable with deterministic neural networks and so one would seek

to use Bayesian neural networks. Despite the value of Bayesian neural networks in

this setting, it was previously impossible to verify the correctness of their behavior.

Thus, it was impossible to deploy BNNs in this setting. Through the guarantees

1Note that in the case of ϕ1 and ϕ2 the input set T is composed of three disjoint boxes. Our
framework can be used on such sets by computing probabilistic safety on each box and then com-
bining the results together via the union bound.
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of Algorithm 3, we can now employ Bayesian neural networks in airborne collision

avoidance and a host of other tasks with similar requirements.

Figure 6.4: We visualize the probabilistic upper bounds (red) and lower bounds (blue)
for each of the UCI datasets that was inspected. With the exception of the Naval
dataset we find that we are able to compute tight bounds.

6.4.3 UCI Datasets

We again study the UCI Regression Benchmark [38] which was studied in [52] and

[82]. In this section, we adopt the same small networks tested in the previous chapter.

This allows us to directly compare the upper and lower bounding algorithms’ in this

chapter to the empirical estimates obtained in the Chapter 4. We begin by more

briefly recalling the meaning of each dataset with emphasis on why one might want to

verify these settings in order to further highlight the importance of sound verification.

We then discuss our algorithms’ performance on these datasets and reason about the

performance of our bounds through various experiments.
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Boston Concrete Yacht Energy Kin8nm Naval

µZ (Alg. 4) 0.610 0.493 0.999 0.834 0.855 0.989

µ̂Z (Alg. 1) 0.568 0.388 0.883 0.827 0.471 0.0

µZ (Alg. 3) 0.258 0.111 0.718 0.600 0.108 0.0

Table 6.2: This table, where we take µZ to be the probabilistic robustness, repre-
sents the average upper bounds (top row), empirical estimate (middle row), and lower
bounds (bottom row) for a few hundred test set samples from the UCI dataset. Fur-
ther visualization of the bounds can be found in Figure 5.3a for the middle row and
Figure 6.4 for the top and bottom rows.

6.4.3.1 Experimental Setting

Datasets In this section we briefly discuss why one may want to verify the UCI

datasets that are studied in this thesis. We emphasize that for some applications

the safety-critical nature likely does not warrant the expensive verification procedure

proposed here; however, we put forward these reasons in order to have context for

the practical interpretation of our bounds. Boston Housing predicting property

values may be of direct interest to financial institutions who want to ensure that ap-

praised value of a property (and subsequently a loan given) does not result in the bank

being over-leveraged should a borrower default. Ensuring that we correctly predict

the compressive strength for the Concrete dataset is of paramount importance to

infrastructure projects where catastrophic failure can result in fatalities. Predicting

the residuary resistance of a yacht design Yacht may be of interest to regulatory

bodies who want to ensure that such designs meet energy efficiency standards. Simi-

larly, ensuring that the cooling/heating load of a proposed building predicted by the

Energy efficiency dataset can allow building planners to have confidence that they

are within regulatory limits prior to commencing construction. Finally, the Kin8nm

and the the Naval dataset are both the results of modelling dynamics of different

non-linear systems. Accurately capturing theese models can be of direct interest to

control engineers who seek to ensure that controllers in safety-critical scenarios (i.e.,

autonomous robots and naval navigation) are sound, see [151] for further examples

of this.
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6.4.3.2 Analysis

In this section we compare lower and upper bounds from Algorithms 3 and 4 respec-

tively. In order to do so, we compute upper and lower bounds for each posterior on

250 test set inputs. We use 2500 posterior samples with a margin of 1.5 for the upper

bounds and a margin of 2.0 for the lower bound as these were empirically found to

give consistent bounds across all applications tested.

Probabilistic Bounds In Figure 6.4 as well as Table 6.2 we present the results of

our analysis of each dataset with probabilistic bounds on local model robustness. In

particular, we take the same properties that were studied in Figure 5.3a so that we

can compare the upper and lower bounds to the empirical estimates that were taken.

We recall that, for each test set example, we build the input region T as an ℓ∞ ball

with radius 0.01 (all training inputs are scaled to [0, 1] and then these scaling values

are imposed onto the test set inputs as is standard). The output specification, S, is

then taken to be an ℓ∞ ball with radius 0.05, which is centered at the mean output of

the Bayesian neural network (where again the space is mapped to the unit interval).

Thus, the specification can be interpreted as a 1% change in the input should not

correspond to more than a 5% difference in the neural network output.

In Figure 6.4 we utilize box plots to visualize the distribution of the upper and

lower bounds for the tested inputs for each posterior. We notice that the tightness

of the bounds computed are very dataset dependent. For example, for inputs drawn

from the Yacht dataset, we find that our upper bounding algorithm (Algorithm 4)

is unable to come up with tight bounds for many inputs. This is not cause for

concern, as Algorithm 3 is able to readily verify that the property of interest holds

with high probability for many inputs. On the Kin8nm dataset, on the other hand,

we find the opposite is true. Algorithm 4 is able to find some very useful upper

bounds which prove that the property of interest does not hold, while Algorithm 3

is unable to compute non-trivial bounds for many inputs. In both of these cases, we

emphasize that the failure of our algorithms to find tight bounds is likely not due to

an insufficiency in the algorithm, but in the fact that the property of interest is too

tight or loose to verify upper bounds or lower bounds, respectively. In the case of the

Boston dataset, for example, we are able to verify tight lower bounds for some inputs

(> 0.9) and tight upper bounds for other inputs (< 0.1). This is not the case for the

Naval dataset. For the Naval dataset, neither Algorithm 4 nor Algorithm 3 is able to

arrive at non-trivial bounds for the inputs tested. Without further inspection, it is
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difficult to know why these algorithms fail in this case. It does present an interesting

case study for future works as our algorithm is clearly not able to handle this case.

In Table 6.2, we list the empirical estimate of the statistical and probabilistic

estimates for probabilistic safety arrived at by the presented algorithms. Each row is

labelled and color coordinated according to the estimated value and its plotted color

from previous sections. This table sheds further light on the results presented in

Figure 6.4. In particular, we see that for some datasets the upper and lower bounds

are very tight, which gives us useful information about the posterior robustness. For

example, we can see that, on average, test set inputs from the Yacht dataset our

posterior distribution contains networks which with at least probability 0.718 can be

verified to satisfy the given property. This gives us a strong reason to rely on the

posterior distribution learned for the Yacht dataset. For the Concrete dataset, on the

other hand, we prove that on average, less than half of the networks in the posterior

satisfy the property of interest. If the property considered is of great interest then

from this we could conclude that the given posterior is not fit for deployment in

settings where we need to understand the compressive strength of concrete. Another

benefit of Table 6.2 is it allows us to compare our bounds to the empirical estimates we

arrived at. This allows us to understand when the upper bound and lower bounds are

tight. We see that for the Yacht and Energy datasets the lower bounding algorithm,

Algorithm 3 is tight, whereas for the Concrete and Boston datasets Algorithm 4 is

tight. Unfortunately, we see that the Kin8nm represents a case in which neither

algorithm presents a particularly tight bound and this could be up to a poor selection

of the algorithm parameters. For the Naval dataset, however, we see that Algorithm 4

has failed and that Algorithm 3 actually has reasonable performance given that no

sampled parameter (even without a weight margin) was able to be proven to satisfy the

property of interest. In future works, the Naval dataset will prove a useful resource

to develop tighter upper bounding algorithms for probabilistic local robustness of

Bayesian neural network posteriors.

Effect of Input Specification Size We again turn our attention to the size of the

input specification. As before, we expect for the probabilistic robustness to naturally

decrease with an increase in the size of the input specification as probabilistic ro-

bustness is a monotonically decreasing function of the input specification size (when

we consider ℓp norm balls). This intuition was confirmed though many experiments

in the previous chapter. In this experiment, however, we seek to also understand

if algorithmically our upper and lower bounds continue to perform well (i.e., return
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(a) Effect of input property magnitude on
our upper bound for the Energy dataset.

(b) Effect of input property magnitude on
our lower bound for the Energy dataset.

(c) Effect of input property magnitude on
our upper bound for the Yacht dataset.

(d) Effect of input property magnitude on
our lower bound for the Yacht dataset.

(e) Effect of input property magnitude
on our upper bound for the Concrete
dataset.

(f) Effect of input property magnitude on
our lower bound for the Concrete dataset.

Figure 6.5: Computing probabilistic bounds on the UCI regression datasets allow us
to make concrete statements about their robustness.
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tight bounds) even with larger input properties or if the bounds will rapidly become

vacuous. In particular, this could be the case if the approximation from our bound

propagation explodes with the size of the input ball considered. To test this hypoth-

esis we selected three values of ϵ (0.025, 0.05, 0.075) and re-run the procedure for

estimating probabilistic safety used in Figure 5.3a, albeit with only 100 input points.

Using different levels of adversarial input noise in this case (where we are measuring

a Lipshitz-like property) we can gain a higher-level understanding of the smoothness

properties of each of the learned posteriors.

In Figure 6.5, we further explore the Energy, Yacht, and Concrete datasets. These

were selected as these are tests where the upper bound or lower bound performed well

in our previous analysis with fixed epsilon. Given that probabilistic safety is a mono-

tonically decreasing function of ϵ for ℓp norm balls, we expect that the lower bound

will decrease and the upper bound will decrease as well. For the upper bound, we

notice a strong decreasing trend in the case of both the Energy and Concrete datasets

(Figures 6.5a and 6.5e). For the Yacht dataset (Figure 6.5c) we highlight that there

is only a slight decrease in the upper bound for ϵ = 0.075 and that is because we

were able to compute upper bounds for only two of the 100 tested inputs. For the

Lower bound on the Yacht dataset, Figure 6.5d, we also notice a less pronounced de-

crease in the probabilistic robustness lower bound (when compared, for example, to

the lower bound on the Energy dataset). This leads us to believe that the posterior

is relatively robust to the levels of ϵ that are tested here. On the other hand, for

the Concrete dataset, we notice that the upper bounds became tight (average up-

per bound around 0.2) and the lower bounds became vacuous (average lower bound

around 0.04) from this we can distinctly conclude that the Bayesian neural network

trained on the Concrete dataset is provably not robust to the specification of interest.

The final observation that we make about these tests is that, with the exception of

the Concrete dataset, the gap between upper and lower bound became slightly wider

as we increased ϵ. This provides us with some preliminary evidence that the larger

the input radius, the greater the approximation from the bound propagation method.

6.4.4 MNIST

Previously studied datasets have had up to 40 input dimensions. In this section, we

again study MNIST which is almost 20 times larger. With 784 input dimensions, the

MNIST input space was originally a challenge for verification of deterministic neural

network methods (e.g., Reluplex [79]). In testing our approach, here we focus on

lower bounds from Algorithm 3. We hope to see that our method is able to realize
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tight bounds on probabilistic model robustness even for image classification. In order

to do so, we re-study the same Bayesian neural network posteriors that were used in

the previous section. For experimental setting details, please refer back to the MNIST

section of Chapter 5. We only perform the analysis below.

Arch. (Depth - Width) 1 - 24 1 - 48 1 - 64 2 - 24 2 - 48 2 - 64

µ̂Z 0.879 0.912 0.897 0.683 0.698 0.597

µZ 0.792 0.749 0.712 0.365 0.243 0.126

Gap (µ̂Z − µZ) 0.087 0.163 0.185 0.318 0.455 0.471

Table 6.3: Where we take µZ to be the probabilistic model robustness, this table
represents the average empirical estimate (top row), and lower bounds (bottom row)
for a few hundred test set samples from the MNIST dataset. Further visualization of
the bounds can be found in Figure 5.5 for the middle row and Figure 6.6a for the top
and bottom rows.

Architecture Complexity We take T to be an ℓ∞ ball centered at the test point

of interest with radius 0.005. We take S to be the set of softmax vectors such that

the true class (i.e., we ensure that the classification is correct and robust). We begin

our analysis of Algorithm 3 on MNIST by considering how our bounds are affected

by the architecture complexity. Given that the MNIST dataset has roughly 40 times

more dimensions than the datasets previously examined in this chapter, it is natural

to attempt to push the limits of our method in terms of scalability. We evaluate our

methodology on the same six architectures that were studied in Chapter 5, starting

from a one hidden layer 24 hidden units neural network. For this network we find

that almost all of the tested inputs are robust with probability > 0.9. Owing to our

observations in Chapter 5 that an increased input radius leads to a more approximate

output set even when we were not considering a weight interval, for this algorithm,

we hypothesize that the effect will be even more pronounced.

As we increase the width of the neural network (keeping all else equal, including

the parameters of the algorithm) we see a slight decrease in the estimated lower bound.

For neural networks with only one layer, we highlight that most inputs generally have

lower bounds greater than 0.9 (see Figure 6.6). When we add a hidden layer, however,

we see a stark drop off in the estimated robustness probability. This indicates a much
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(a) We compute sound lower bounds on the probabilistic safety of MNIST posteriors
for different architecture sizes. We find that as the size increases, our bound becomes
worse with a steep drop-off resulting from adding a hidden layer.

(b) We study the effect of increasing the size of the input specification. As expected,
we find that the bound quickly decreases with an increased input specification size.

Figure 6.6: We analyze how our probabilistic bounds scale to a high-dimensional
image dataset.
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stronger approximation for networks which are deep compared to those which are

wide, and is exactly in line with what we observed in Chapter 5.

We continue our analysis of the phenomena in Table 6.3, where we report the

mean of the statistical estimate from Chapter 5, the average verified lower bound

from this Algorithm 3, as well the gap between these two. We notice that, for the

smallest network architecture, the bound is relatively tight with a gap of less than

10%. However, when we add a layer to the network the increases up to more than

30%. This indicates that the approximation involved in increasing ϵ is indeed more

pronounced for Algorithm 3 than it is for Algorithm 1.

Effect of Input Specification Size Similarly to what has been explored in pre-

vious chapters and for previous datasets in this section, we again study the effect

of increasing the size of the input specification under consideration. Given the high

dimensionality of the input space, we hypothesize that there should be a steeper drop

off in the computed probability than what we have previously seen for other datasets.

Indeed, in Figure 6.6b we see that despite having nearly perfect, verifiable robustness

for ϵ = 0.005, our bounds are completely vacuous by the time ϵ = 0.03. Thus, Fig-

ure 6.6b indicates that while we are able to certify larger dimensional problems, our

method may not be suitable for deep, large scale image classifiers. In the Chapter

7, we will consider incorporating the verifiability of the posterior into the inference

problem. This allows for much tighter bounds on posteriors for larger scale problems.

6.5 Summary

In this chapter, we introduce methodologies to compute probabilistic guarantees on

local robustness properties of Bayesian neural networks. We first establish that a

probabilistic guarantees allow us to make statements such as “We verify that the

probability that the given Bayesian neural network is robust to any attacker is strictly

between 0.75 and 0.90.” The key contribution of this chapter is that such statements

enable practitioners to employ Bayesian neural networks in safety-critical contexts

with provable guarantees of correct performance. The desire to deploy networks in

these contexts comes from the inherent usefulness of calibrated uncertainty in safety-

critical domains, e.g., knowing if a self-driving car is certain about its prediction that

an image contains a red light.

Theoretically, we build up notions of maximal safe and unsafe weights in order

to demonstrate that one can convert the exact computation of model and decision
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robustness to an integral in the parameter space of our Bayesian neural network. The

computation of this integral is hindered by size and non-linear nature of Bayesian

neural networks. Thus, we provide a refinement which allows us to use non-maximal

safe and unsafe weight sets in order to bound the probabilistic robustness of Bayesian

neural networks from above and below. Next, we showed how, via sampling weight

space intervals and performing a specialized convex relaxation, we are able to compute

non-maximal safe and unsafe sets in practice. Having access to these weight sets, we

briefly discuss how to compute the cumulative density or mass of these weight sets

which in turn leads to our sound probabilistic bounds on the property of interest.

Assembling each of these components (the Bayesian adaptation of IBP and estimation

of the cumulative probability density), we arrive at Algorithm 3 and Algorithm 4.

These provide a full outline of our our methodology works in order to verify the

probabilistic robustness of Bayesian neural networks.

To study the effectiveness of our methodology we provide empirical analysis in

several different domains. We start, as before, by providing some empirical analysis

in a contrived setting (i.e., revisiting our running examples). Using this example, we

provide an intuition into the workings of our methodology, specifically the parameters

γ (the weight margin) and N (the number of samples). We verify this intuition in a

polynomial regression benchmark taken from [67]. In our analysis of the polynomial

regression benchmark, we break down the effect of each algorithm parameters as well

as the effect of the specifications parameters. Having gained an appreciation for how

the probabilistic verification of Bayesian neural networks proceeds, we then analyze

an airborne collision avoidance system. Being a common benchmark application for

verification of deterministic neural networks, we show that we are able to verify a

Bayesian neural network in this setting in order to demonstrate how our method con-

cretely advances Bayesian neural networks in a way that enables their deployment in

safety-critical scenarios. Next, we revisited the Bayesian neural network posteriors

that were trained on six different regression benchmarks. We compute both upper

and lower bounds on their probabilistic safety and compare them to the statistical

estimates which were derived in the previous chapter. Here, we find that our al-

gorithm is particularly tight for some posteriors, but we also found that our upper

bounding algorithm failed on the Naval dataset. The final experimental setting of

this chapter was revisiting the MNIST digit recognition benchmark. Again, we use

the same posteriors trained in the previous section and found that for small networks

our lower bound on probabilistic robustness is remarkably tight. Further studies on

larger architectures and ℓ∞ balls with larger radii indicated that the use of highly
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approximate convex relaxations may be a significant bottleneck for our methodology

to scale to larger dimensions.

In the next chapter, we move from studying the quantification of robustness prop-

erties of Bayesian neural networks to the incorporation of robustness properties at

inference time. In particular, we study extensions of the likelihood term in Bayes the-

orem to appropriately capture known robustness and symmetry properties inherent

in the data which may be insufficiently outlined by the training data.
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Chapter 7

Adversarially Robust Bayesian
Inference for Neural Networks
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In Chapters 4, 5, and 6 we considered a posteriori verification of Bayesian neural

networks with statistical and probabilistic guarantees. In this chapter, rather than

quantifying robustness of a learned (equivalently, inferred) posterior distribution, we

will consider Bayesian learning where adversarial robustness of the resulting poste-

rior distribution is a primary desideratum. To this end, we provide a perspective

and methodology for incorporating adversarial robustness into the Bayesian learning
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framework. We begin by considering the different modelling decisions that are made

when employing Bayesian deep learning and briefly consider how each decision might

be changed in order to incorporate adversarial robustness. Ultimately, we establish

that modification of the likelihood can allow for principled incorporation of adver-

sarial robustness. We conclude the methodological contribution of the chapter by

deriving the error models (and subsequently the likelihoods) for robustness specifica-

tions, which in principle can allow for heightened local robustness. The remainder of

the chapter is left for discussion and comparison of our methodology with those that

have been developed for deterministic adversarial training as well as an comprehensive

set of experiments which elucidate the method’s effectiveness.

7.1 On Robust Bayesian Learning

We have established that we can quantify probabilistic and decision robustness for

local robustness properties of Bayesian neural networks. In our evaluation, we took

these quantities to be fixed values for a given dataset and posterior. Here, we will

take a look at the Bayesian learning framework (as it relates to neural networks) and

will pose the question of how to increase the adversarial robustness of the resulting

posterior distribution. To start with, let us first enumerate some potential candidates

which one may feasibly modify in order to arrive at a more adversarial robust posterior

distribution. The modelling choices made in the development of a Bayesian neural

network are: the choice of prior, the choice of architecture, and the choice of a

likelihood. Further, the choice of approximate inference will vary based on the size

and complexity of the application at hand, and as such we do not consider it below

and instead explore a wide variety of possibilities experimentally.

A natural starting point for considering the incorporation of robustness into a

Bayesian neural network is the prior distribution. Recall that Bayesian neural net-

works incorporate priors over their hidden parameters in order to induce a prior over

functions. Indeed, we have used the probabilistic correspondence between the weight

space and the function space throughout this thesis. In this case, we would like to

choose a prior over weights, which corresponds to a function space prior with high

probability mass on smooth or robust functions. Ultimately, accomplishing this is not

without some difficulties. Firstly, we would like the functions to be locally adversari-

ally robust (e.g., smooth) within a small radius of our input points, yet if the function

is smooth everywhere then we will lose expressiveness and subsequently accuracy. By

way of example, consider a prior which contains only functions which are constant

131



classifiers, e.g., assign the same class to every point in the domain. This classifier

will certainly be robustly correct on all data points which are from that particular

class, but is a trivially bad (equivalently, poorly performing) classifier. One might

address this problem by incorporating knowledge of the data distribution into the

prior in order to choose functions which are just locally robust, but not constant in

areas of little data. But, even if one knew a priori a class of functions which were

locally adversarially robust on the data manifold, it is non-trivial to convert this class

of functions into a weight-space distribution for a given Bayesian neural network ar-

chitecture. This is again due to the fact that there is no strong connection between

properties of the weight space and properties of their induced function space. Con-

verting a function space prior to a weight-space prior, though difficult, is still an active

and important area of research for the Bayesian deep learning community, so while

our current lack of knowledge in this area (in addition to the other concerns listed

in this section) prevents us from using priors to bias our Bayesian models towards

more robust functions, there is still hope that this may become a feasible approach

in the future. We turn interested readers to [109, 156, 83] for current research in this

direction.

Another key modeling choice in Bayesian deep learning, which from a theoretical

standpoint is not wholly different from choice of the prior, is the choice of model

architecture. In Chapter 3, we highlighted that the architecture (computation graph)

and parameter setting for that architecture uniquely determines the function, i.e., the

input-output mapping. Whereas the prior controls the weight setting, we now turn

our attention to the architecture. It is widely regarded that the architecture choice in

deep learning encodes prior information. This is because the architecture is chosen on

grounds of either experience (i.e., this architecture has worked well in similar settings)

or in principle (i.e., this kind of model encodes a desirable invariance/equivariance).

In either case, we may be interested in selecting the best architecture for capturing

an adversarially robust posterior distribution. Doing so would require us to have

a principled way of comparing architectures. There are well established methods

for doing so in the Bayesian inference literature known as Type-II inference. The

distinction between the kind of inference we have been discussing throughout this

thesis and Type-II inference is succinctly summarized in David MacKay’s book on

inference [99]:

Two levels of inference can often be distinguished in the process of data

modelling. At the first level of inference, we assume that a particular
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model is true, and we fit that model to the data, i.e., we infer what values

its free parameters should plausibly take, given the data. [...] This analysis

is repeated for each model. The second level of inference is the task of

model comparison. Here we wish to compare the models in the light of

the data, and assign some sort of preference or ranking to the alternatives.

While it is true that performing Type-II inference may allow us to identify deep

learning architectures which we prefer on the basis of their emergent adversarial ro-

bustness properties, it comes with two major downsides. Firstly, performing Type-II

inference requires us to systematically explore the space of Bayesian deep neural net-

works in order to compare their performance and robustness. This is a downside as

it is can be computationally prohibitive; both approximate Bayesian inference and

quantification of local robustness properties can be very costly to evaluate and do-

ing so over the space of interesting models may be practically infeasible. Secondly,

performing Type-II inference, while it may result in the discovery of a model with

heightened local robustness properties, does not truly strike at the heart of the prob-

lem we wish to solve. That is, even if we arrived at such an architecture, we could

still ask the question “can this model be made more robust by means of modification

of the type one inference.”

Finally, we consider the likelihood. Where the prior and architecture selection

involve the incorporation of knowledge in parameter space or preference in the model

space, respectively, the likelihood allows us to model assumptions on the level of the

data. In a Bayesian inference scenario, the computation of the likelihood, p(D|θ), as-
sumes we have accurately captured the data generating distribution with the dataset,

(X,Y). However, this assumption may not hold in practice. Rather, the fixed set of

samples which we hope is representative of the full data distribution may not contain

information about relevant inputs. For applications in which Bayesian deep learning

is employed we usually have access to a very large number of data points.1 Yet, in

spite of typically having many data points, it is clear from the lack of adversarial ro-

bustness of most deep learning systems that these samples do not accurately capture

noise and symmetries that we would like to tolerate at deployment time. As such,

modification of the likelihood allows us to directly incorporate assumptions about

the (potentially adversarial) noise that we would encounter at deployment time. If a

model has high likelihood against a local robustness specification, then by definition

it is a robust model.

1In the sparse data regime it is almost always preferable to use a Gaussian process.
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Before continuing to derive our methodology, we highlight that employing a robust

likelihood in no way precludes the additional application of the other two methods

described. Should the development of robust priors prove fruitful, and the compu-

tational burden of type 2 inference is negligible (perhaps due to Moore’s Law), then

one could, in principle, use all three methods in conjunction to greatly heighten ro-

bustness.

7.2 Deriving Robust Likelihoods

In this section we present a methodology for incorporating local robustness properties

into Bayesian inference for neural networks. In particular, we recall the general

supervised learning scenario for Bayesian inference. We then consider the cross-

entropy error model under the standard assumptions and again under the assumption

that our data distribution does not appropriately account for the local robustness

property of interest. With local properties in mind, we show how to properly modify

the likelihood in order to arrive at a more robust posterior distribution. Finally, we

repeat this analysis but for the mean squared error loss which allows this technique

to be used in regression settings as well.

Recall that in the general supervised learning scenario we have a data set of feature

vectors and their corresponding labels {(x(j),y(j))}ndata
j=0 . Next, given a Bayesian neural

network consisting of an architecture f and a prior distribution θ ∼ p(θ) we would like

to approximately infer the posterior distribution by using Bayes theorem p(θ|D) ∝
p(D|θ)p(θ). Our proposed modification from the likelihood is built on the assumption

that this finitely many samples from the data manifold is insufficient to instill our

Bayesian posterior with the desired level of adversarial robustness. This assumption

has been shown to hold in settings even in which we have direct access to the data-

generating distribution. In [7, 56], the authors study adversarial robustness properties

of Bayesian and non-Bayesian (respectively) neural networks in a setting in which they

are able to have as many data points as they desired, and yet they found that even

in this setting adversarial examples still exist.

7.2.1 Probabilistic Local Robustness Properties

In this section, we define probabilistic local robustness properties. We will build the

definition of a probabilistic property starting from the perspective of attempting to

capture multiple local robustness properties at one time. When attempting to model

adversarial robustness at training time (i.e., during inference) we may be interested
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in maximizing our robustness to different kinds of attacks simultaneously. That is,

we might be interested in being robust to both ℓ∞ norm attacks as well as ℓ2 norm

attacks.

In previous sections, we have considered a local robustness properties to be a

two tuple {T, S} with T being an arbitrary input set and S being the set of safe

output sets. This was particularly useful it gives us a universal but elementary way

of stating what it means for a network to be locally robust. A limitation of this

semantic definition, which did not particularly matter until this chapter, was that

in practice we might want to simultaneously gain information about two different

robustness properties, e.g., T (1), T 2 and S(1), S(2). A naive solution to this would

be to take T ∗ = T (1) ∪ T (2) and S∗ = S(1) ∩ S(2). While, proving robustness w.r.t.

the property {T ∗, S∗} does give us any sound information about both components

of the safety property. It will be highly conservative as if our properties are even

marginally different, we will be computing the probability that for each input set,

we simultaneously satisfy S(1) and S(2). In the worst case, where S(1) ∩ S(2) = ∅
robustness will necessarily be 0 everywhere.

Another potential solution to considering the union of multiple local robust-

ness properties is to use the aptly named union bound. This was used in Chap-

ter 6 to get a lower bound on the satisfaction of a VCAS property. In this in-

stance, we simply say that our robustness of {T (1), S(1)} and {T (2), S(2)} is defined

as Psafe(T
(1), S(1),θ) · Psafe(T

(2), S(2),θ). This side-steps the problem of the previous

attempt in that the union bound is only equal to 1 if both component properties are

equal to 1. However, it suffers the opposite problem: it is overly conservative for the

purposes of inference. During robust inference, we may have a series of specifications

{T (j), S(j)}kj=0 to which we would like to be robust. Yet, if we use the union bound to

combine these definitions, and even one specification has robustness 0 then we lose all

robustness information completely. This loss of robustness information would make

it very difficult to learn in the presence of even mildly strong adversarial robustness

properties.

The proposed solution is a probabilistic local property. Again, we consider a se-

ries of input specifications, {T (j), S(j)}kj=0, and we introduce a user-defined probability

density or mass over different specifications. We can start by considering a discrete

distribution over these properties: {wj}ki=0 s.t.
∑k

j=0 wj = 1 and each wi ≥ 0. The

vector w = ⟨wj⟩ is then the multinoulli mass function. The probabilistic property

then has robustness is then defined as
∑k

j=0 Probsafe(T
(j), S(j),θ)wj. Given this def-

inition, we have the desired property that the robustness is 1 if and only if each of
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the components are 1, and we do not lose information about all of the properties if

one property happens to induce robustness 0. Further, this allows us to express a the

relative importance of a series of local adversarial robustness specifications through

the probability mass defined by the sequence of wj’s (discussed in more detail later).

The final step in realizing the usefulness of this definition is not to consider it

alongside probabilistic safety, but rather fusing it with our likelihood. Combining the

probability mass function from above with the general form of a likelihood we get:

p(y|x, θ) =
n∑

j=0

wj min
x′∈T (j)

p(y|x′, θ) (7.1)

This likelihood reflects the worst-case probability of observing the true data (y)

given all of our local properties. Moreover, we need not have a discrete number of

properties. For example we may care about an infinite number of ℓ∞ balls: Bϵ,∞(x)

for ϵ ∈ [0, 0.1]. In this case, we can introduce a probability density over the values

of ϵ, p(ϵ) in which case the above likelihood naturally generalizes to an integration

problem:

p(y|x, θ) =
∫
R≥0

min
x′∈Tϵ

p(y|x′, θ)p(ϵ)dϵ (7.2)

In both of these formulations, we allow the modeller to use the language of prob-

ability to express an importance of each of a potentially infinite number of local

robustness properties. By maximizing this worst-case likelihood (or, more tractably

the log-likelihood) we are in effect maximizing the likelihood of being robust to the

given specifications.

7.2.2 Adjusted Error Models and Likelihoods

Here, we consider explicit forms of p(y|x, θ) and then discuss how to properly modify

the error model in order to incorporate the distribution over worst-case local robust-

ness properties discussed above. We do this explicitly for two of the most common

error models: the categorical cross-entropy error model for classification tasks and

the mean squared error model for regression tasks.

Classification Error Model We define f θ,ϵ
min(x) to be the vector of logits corre-

sponding to the minimizer of the softmax of the true class y (the yth dimension of

the softmax being denoted σy) for any input point in an ϵ−ball around x:

σy(f
θ,ϵ
min(x)) = min

x′∈T
σy(f

θ(x′)), (7.3)
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where σy(·) is the softmax value relative to the true or expected class y. This particu-

lar quantity is what is required for the integration problem above. Now that we have

assumed access to the minimizer, f θ,ϵ
min(x), we can can straightforwardly plug this into

the integration above. By marginalizing over pϵ, we obtain the following likelihood

function, which we call the robust likelihood :

p(y|θ,x) =
∫
R≥0

σy(f
θ,ϵ
min(x))pϵ(ϵ)dϵ

=Eϵ∼pϵ [σy(f
θ,ϵ
min(x))]. (7.4)

In this particular case, we have stated the robust likelihood as the worst-case

of the standard-likelihood for points in an ϵ-ball around x for each ϵ (note that, as

before, σy(f
θ,ϵ
min(x)) is a monotonically decreasing function of ϵ). We then compute

the average with respect to pϵ. We should stress that Eqn. (7.4) defines a marginal

probability, and hence is a well defined probability. Furthermore, we also note that,

for pϵ = δ0, the delta function centered in the origin, we recover the standard cross-

entropy likelihood model.

In order to clearly demonstrate the implications of our robust likelihood, and

to cleanly write out its corresponding error model, we can assume a very simple

mass function for pϵ. For 0 ≤ λ ≤ 1 and η > 0, we consider the following discrete

distribution for ϵ:

pϵ(ϵ) =

{
λ if ϵ = 0

1− λ if ϵ = η
. (7.5)

The intuitive reason behind choosing such a pϵ density is that this allows the user

to simply select a relative weighting of the clean data (when ϵ = 0) and the adversarial

data ϵ = η. This is a very common scenario in adversarial training of deterministic

neural networks [58, 90]. This density leads to the following simplified form of the

robust likelihood:

p(y|θ,x) = λ · σy(f
θ(x)) + (1− λ) · σy(f

θ,η
min(x)),

which is simply a weighted sum of two softmax functions, one given by the standard

likelihood and the other accounting for adversarial robustness.

By assuming the statistical independence of the training labels given input and

weights (which is the standard assumption for classification [11]), we obtain the fol-

lowing negative log-likelihood error for our model:

E = −
nD∑
i=1

log
(
Eϵ∼pϵ [σy(i)(f

θ,ϵ
min(x

(i)))]
)
. (7.6)
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and in the case of the simple density from above this turns into:

E = −
nD∑
i=1

log
(
λ · σy(f

θ(x)) + (1− λ) · σy(f
θ,η
min(x))

)
. (7.7)

Notice that both of these have a trivial absolute minimum when Eϵ∼pϵ [σyi(f θ,ϵ
min(x

(i)))] =

1 for all (xi,yi) ∈ D. Hence, the absolute minimum of the negative log-likelihood

(which would correspond to the maximum likelihood estimation) is reached for the

set of weights θ∗, if it exists, such that for any (xi,yi) ∈ D almost surely f θ∗(xi) has

no adversarial examples in an ϵ−ball around xi, for any ϵ in the support of pϵ.

We highlight that computation of Equation (7.6) can be computed easily by assum-

ing the minimizer comes from either an adversarial example or from convex relaxation.

Consequences of these assumptions (i.e., how we choose to do the minimization) are

noted in the next section.

Regression Error Model The above analysis concerns a classification framework.

For a regression problem everything follows similarly except that the likelihood is

a Gaussian distribution with variance Σ [11]. In particular, assuming for simplicity

and without lost of generality that nout = 1 – i.e., single output regression – call

f θ,ϵ
max(x) = maxx′∈T f θ(x′) and f θ,ϵ

min(x) = minx′∈T f θ(x′). That is, f θ,ϵ
max(x) and f θ,ϵ

min(x)

are the maximum and minimum of f θ for all the points in an ϵ−ball centered around

x. Then, in the regression case, for x ∈ Rn,y ∈ R the robust likelihood is:

p(y|x, θ) = 1√
2πΣ

exp
(
− 1

2Σ
max{(Eϵ∼pϵ [f

θ,ϵ
max(x)]− y)2, (Eϵ∼pϵ [f

θ,ϵ
min(x)]− y)2}

)
.

Of course, given the independence of Σ from the data itself the error model we

would like to minimize is simply the robust mean squarred error :

E =
(
−max{(Eϵ∼pϵ [f

θ,ϵ
max(x)]− y)2, (Eϵ∼pϵ [f

θ,ϵ
min(x)]− y)2}

)
.

Here we highlight that we have modified the mean of the likelihood rather than

the variance. Heavy-tailed likelihoods or employing a larger variance will intuitively

not have the same affect given the pervasive lack of robustness for neural networks.

That is, given an input and a neural network it is empirically the case that we can

induce any prediction we would like. Hence, we can make the mean of an undefended

and poorly-trained network any arbitrary value. Thus, even with extremely heavy

tails an adversary would be able to reduce the likelihood. If we can stabilize the mean

against adversaries, however, then we have “defended” the network.
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7.3 Practical Computation of Robust Likelihoods

Above, we discussed the error models corresponding to classification and regression

tasks. In both cases, we rely on minimizing the likelihood assigned by the model to

the true class. In this section, we discuss the practicalities of doing so with both

adversarial examples as well as with bound propagation. We finish our discussion of

practical computation by formally stating the algorithms for performing approximate

inference with worst-case likelihoods. Throughout this section we will consider the

simple adversarial density defined in Equation (7.5).

7.3.1 Adversarial Examples

In Chapter 3, we described that adversarial attack algorithms are complete but not

sound. While there has been theoretical arguments made for the universality of a

PGD adversary in the limit of the number of optimization steps [101], this theoretical

guarantee offers no practical soundness. Despite the lack of soundness of adversarial

attacks, they can be a very useful kind of noise to consider at training time. It

has been empirically shown, in [27], that taking into account first order adversaries

during training can lead to heightened provable robustness guarantees (which must be

shown a posteriori). In addition to this, if one is concerned about a particular threat

vector, i.e., one has prior knowledge about how an adversary might craft attacks

for their particular model, then it makes sense to consider the exact adversary one

expects at deployment during inference. In this case, one could even consider the

optimization used to generate the attack as a parameter of the local property. For

example, Tϵ,PGD, Tϵ,FGSM, where each of these properties are constrained by both a

magnitude and attack method. Then, using the presented framework above one could

encode in pϵ the relative probabilities of seeing each adversary in order to properly

account for our beliefs about attackers in the posterior distribution.

We can illustrate an effect of our framework by considering the expected robust

likelihood of a classifier compared to the standard likelihood when measured over our

observed data. We estimate the likelihood of our data as follows:

p(y = c|x, θ) = f θ
c (x)

For regression, one can simply swap the f θ(x)c term for the Gaussian likelihood,

N (f θ(x),Σ). Now, if we consider the robust likelihood (with Equation (7.5) as our

p(ϵ) density) then we have:

padv(y = c|x, θ)) = λf θ
c (x) + (1− λ)f θ

c (x
adv)
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Again, corresponding changes can be made to accommodate the regression likeli-

hood. A clear observation from these two equations is the following relationship that

padv(y = c|x, θ)) ≤ p(y = c|x, θ) and therefore that:

padv(D|θ) ≤ p(D|θ)

Which is clear if we make the very mild assumption that x(j),adv does increase the

likelihood. While the fact that the robust likelihood is a lower bound on the standard

likelihood is both standard and straightforward, it highlights two key facts. Firstly,

we can reason that given θ has lower robust likelihood than standard likelihood does,

there are fewer values of θ which have high likelihood and therefore it may be more

difficult to learn in an adversarial setting. This has been empirically shown to be the

case for deterministic neural networks [101]. Secondly, we know that if a model has

high robust likelihood then it necessarily has high standard likelihood as well.

7.3.2 Bound Propagation

While developing a likelihood based on the relative probabilities of seeing different at-

tack vectors is possible, it is usually preferable to consider the worst-case attack that

any adversary could cause. The over-approximations offered by bound propagation

(and more generally, abstract interpretation) allows us to consider all possible adver-

saries at once. This comes at the cost of over-approximation which can lead to very

conservative negative log-likelihoods. Despite the conservative nature of bound prop-

agation techniques, it has been shown for deterministic neural networks that training

with these methods leads to state-of-the art adversarial robustness [60]. While these

techniques have largely been studied for adversarial robustness there are also recent

developments allowing for richer specifications to be considered (e.g., fairness).

We theoretically examine the prospect of integrating interval bound propagation

(or similar convex relaxation) into our framework by considering the effect on the

average likelihood. Consider the fact that even for an optimal adversary i.e., one

that performs the NP-hard computation of finding the best adversary for every input

point, we have the following:

p(y|f θ
IBP(x)) < p(y|f θ(xadv))

where f θ
IBP is the forward pass through the BNN wrt the property specified. In

practice, what this tells us is that, by performing inference with IBP, if we perform

well, then we necessarily perform well against even an optimal adversary. In the
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previous subsection, we showed that though it will be necessarily harder to achieve

the same likelihood in the presence of an adversary, good performance in the presence

of an adversary implies good performance on natural data. In this section we took

things one step further and showed that good performance on IBP necessarily entails

good performance against even the worst adversary.

7.3.3 Complete Algorithm for Robust Inference

In the previous sections, we motivated and demonstrated the ability of the likeli-

hood to capture relevant adversarial robustness properties during Bayesian inference

for neural networks. Further, we discussed the potential emergent properties of us-

ing either bound propagation or adversarial attacks in order to bound the robust

likelihood. In this section, we will formally state and discuss the incorporation of

this robust likelihood into two common approximate Bayesian inference algorithms.

We focus on a popular variational approximation of the posterior, natural gradient

variation inference, as well as perhaps the most popular sample-based algorithm,

Hamiltonian Monte Carlo (HMC).

Robust Variational Inference We remark that, by changing the parameter up-

date on line 10 with approximations to the Hessian, computing the gradient wrt µ, s,

or by introducing momentum parameters, this algorithm can be converted to any

of the gradient and natural gradient variational inference methods which have been

proposed in recent years, including those of [61, 16, 82] and [115].

Algorithm 5 Robust Natural Grad. Variational Inference

Input: Prior Mean and Precision: µprior, sprior, BNN Architecture: f , Dataset: D,
Learning Rate: α, Iterations: K, Mini-Batch Size: m, ϵ and λ parameters of pϵ.
Output: Mean and precision of Gaussian approximate posterior.

1: s← sprior; µ← µprior

2: for t = 1, . . . , K do
3: {X,Y} ← {x(j),y(j)}mj=0 {Sample Batch}
4: θ = µ+ ((nDs)

−1/2N (0, I))
5: Yclean ← σ(f θ(X))
6: f θ,L,ϵ(X), f θ,U,ϵ(X)← IBP(f, θ,X, ϵ)
7: Yworst ← σ(f θ,ϵ

LB(x)) # Eqn. (3.12) wrt. f θ,U,ϵ(X), f θ,L,ϵ(X)
8: l← −Ylog(λYclean + (1− λ)Yworst)
9: +DKL(N (µprior, 1/sprior) | N (µ, 1/s))
10: s← (1− α)s+ α∇2

wl; µ← µ− αs−1∇wl
11: end for
12: return (µ, s)
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Robust Hamiltonian Monte Carlo A similar modification needs to be made

in the case of Hamiltonian Monte Carlo inference. When computing the potential

energy function the same procedure outlined in lines 6-9 is employed.

Here, we present the modified updates for the HMC algorithm following the con-

ventions of [114]. In particular, learning with HMC involves updating the param-

eters of our weight parameters according to Hamiltonian dynamics followed by a

Rosenbluth-Metropolis-Hastings acceptance criteria [114]. The Hamiltonian dynam-

ics are decomposed into two function: the potential energy U(θ) and the kinetic

energy K(v). The kinetic energy term in this system only concerns the momentum,

v, which is randomly drawn from a diagonal covariance matrix. The formulation for

this is K(v) =
∑nparams−1

i=0

v2i
2mi

, where m is the mass associated with each parameter

in the network. Both m and v are user-selected hyperparameters. The second term

of interest is the potential energy, which is a function of our parameters θ. This can

be expressed, with our likelihood as: U(θ) = −log(p(θ))− log(Epϵ [f
θ,ϵ
min(x)]). Both of

these functions, in conjunction with a numerical integrator (e.g., the leap frog inte-

grator) and Rosenbluth-Metropolis-Hastings acceptance criteria completes the HMC

algorithm for approximately sampling from the posterior distribution w.r.t. a prior

and our robust likelihood.

7.4 Discussion

Having stated our general framework for robust Bayesian inference of neural network

parameters, we conclude by comparing the methodology presented here to other com-

mon perspectives on adversarial training.

For deterministic neural networks, the standard adversarial training likelihood,

originally proposed in [58], was presented in Equation (3.11). When formulated

specifically for classification with the sparse categorical cross-entropy, this likelihood

is:

L(x,xadv, c) = λ
(
log(f θ

c (x))
)
+ (1− λ)

(
log(f θ

c (xadv))
)

(7.8)

where c is the correct class and xadv is an arbitrary adversary. The formulation above

has been adopted widely in the adversarial training algorithms [91, 58, 60]. Interest-

ingly, the formulation used in these methods is different from the sparse categorical-

cross entropy formulation for our method:

L(x,xadv, c) = log
(
λf θ

c (x)) + (1− λ)f θ
c (xadv))

)
(7.9)
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The placement of the sum (the expectation in the general case) inside of the

log is a direct consequence of starting from a probabilistically principled perspective

on adversarial perturbations. It is yet to be seen how meaningful this change is

in practice. In theory, we highlight that these two likelihoods are not proportional

to one another and thus, according to the likelihood principle may contain different

information which could result in rather different posteriors [8]. Interestingly, the only

place in which these two perspectives overlap is that of robust optimization [101] in

which λ = 0, which consistently shows the best adversarial robustness.

Before continuing, it is also worth noting that this is not the first attempt at per-

forming adversarial training from a Bayesian perspective. In a similar development,

[98] have developed a method for robust optimization of BNNs trained with Gaussian

variational inference. However, this method cannot be directly extended to other ap-

proximate inference algorithms and relies on gradient-based attacks (i.e., PGD [101])

to approximate worst-case perturbations.

7.5 Experimental Evaluation

In order to study the proposed methodology, we infer approximate posteriors with

a host of different inference methods. We combine each inference method with the

standard likelihood, the robust likelihood using adversarial examples, and the robust

likelihood using interval bound propagation. The chosen approximate inference meth-

ods include: SWAG [100], NoisyAdam (NA) [162], Variational Online Gauss Newton

(VOGN) [82], Bayes by Backprop (BBB) [16], and Hamiltonian Monte Carlo (HMC)

[114].

We open the chapter, in the same fashion as all other primary chapters of this

thesis, with our running example. In this case, we simply show an intuitive effect of the

robust likelihood on the classification posterior. Following this, we move into practical

use cases. Not only do we study a variety of approximate inference methods, but we

also focus on larger scale datasets than we have considered in previous chapters.

We study MNIST [93], FashionMNIST [154], and CIFAR-10 [86]. As in our other

chapters, we break down our analysis by dataset. However, for ease of comparison, we

visualize the analysis done for each dataset side by side in the same figure. Following

our analysis of the performance per dataset, we study how our analysis is affected by

different parameters of our algorithm. In particular, we study the effect of choosing

different densities for the probabilistic property under consideration.
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In order to evaluate each dataset, we consider an ℓ∞ norm ball centered at the

test input x. In order to measure the robustness of the posterior, we consider the

robust accuracy of each model. The robust accuracy is simply the empirical mean of

the decision robustness (as computed in Chapter 5 by Algorithm 2) measured not at

one point but averaged over an entire test set of inputs. That is, given a set of test

points {xi,∗}i=1,...,m, we define the robust accuracy (denoted Rϵ) for ϵ > 0 as the ratio

between the number of points xi,∗ for which no adversarial example exists within ϵ

radius according to Definition 7, and the total number of test points, that is:

Rϵ =
1

m

m∑
j=1

I
[
∀x̄ s.t. |x(j),∗ − x̄| ≤ ϵ, argmax

c∈{1,...,C}
Êθ∼p(θ|D)(f

θ(x̄)) = c∗i

]
, (7.10)

where I[·] evaluates to 1 if the expression inside the brackets is true, and to zero

otherwise. When this is the measured value, we will plot it as simply the robustness

of the network the y-axes below. As we showed in Chapter 5, specifically Figure 5.4c

and Figure 5.8c, we can measure this value by either approximating the worst-case

with either adversarial examples, in which case we refer to it as RPGD
ϵ or with convex

relaxation in, which case we refer to it as RIBP
ϵ .

The other experimental analysis we perform in this chapter is an estimation max-

imal ϵ radius. Given an input x we estimate the maximum radius by taking the set

of safe inputs S to be the set of softmax vectors such that the true class is maximal.

We then consider maximizing the value of ϵ for our input property B∞,ϵ such that the

decision robustness is still 1. This can be stated formally as:

maxϵϵDsafe

(
{B∞,ϵ, S}

)
(7.11)

where, as before, Dsafe({B∞,ϵ, S}) evaluates to 1 if the decision safety holds and 0

otherwise. Thus, the function is maximized when ϵ is as large as possible without

causing Dsafe({B∞,ϵ, S} to evaluate to 0. In practice, this is done by performing a line

search where we start with ϵ = 0.1 and we halve the value if Dsafe({B∞,ϵ, S} = 0, and

we increase by 25% if the property holds. In the limit of iterations, we compute the

exact maximal ϵ, but in practice we only use 16 iterations.

Finally, an important note is, that for HMC, we set the initial weight to be a

sample from the prior when performing standard training and set the initial weight

to a pre-trained SGD iterate when performing inference with robust likelihood; this is

to enforce that the starting point of the algorithm is closer to the target distribution.
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(a) The standard classification likelihood we have used up to
this chapter.

v3

v1

v5

v6

v4
v2

(b) Our example discrete Bayesian poste-
rior for classifying the white and black dots.
Each colored line represents a different pa-
rameter setting of a Bayesian neural net-
work. We highlight that this would arise
from the standard inference paradigm.

0.10

0.21

0.35

0.14

0.20

Bayesian Posterior Density

(c) The posterior mass function for the
given for the posterior. We highlight that
this would arise from the standard inference
paradigm.

Figure 7.1: We recall the hypothetical result of the standard (i.e., non-robust)
Bayesian inference paradigm on our running classification example.
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(a) The robust classification likelihood where we take the pϵ mass
function to be the δη function which is a Dirac distribution with
mass only on the value η. This corresponds to robust optimization
settings in other adversarial training procedures.

v3

v1

v5

v6

v4

v2

(b) A posterior visualization that takes
into account not only the training exam-
ples (black and white points) but also a lo-
cal robustness property which is specified as:
B2,η(vi).

0.20 0.21

0.35

0.19

0.05

Bayesian Posterior Density

(c) The posterior mass function for the given
for the posterior. We highlight that it is
not only the shape and placement of the pa-
rameters in the posterior ensemble, but also
their relative weighting that changes as a re-
sult of robust inference.

Figure 7.2: We provide an intuitive visualization of changes that our classification
running example would incur as the result of application of the robust Bayesian
inference paradigm.

7.5.1 Intuitive Example

In Figure 7.1 and Figure 7.2 we highlight how the use of a robust likelihood may

affect the composition of a posterior distribution. In Figure 7.1, we recall the clas-

sification example that we have used throughout this thesis. In Chapters 5 and 6

we showed how we could compute the probabilistic adversarial robustness of point

v4 to be 0.45. Here, we simply recall how the posterior mass is distributed over the

five parameter settings in function space (Figure 7.1b) as well as how the posterior

mass is distributed (Figure 7.1c). In Figure 7.2, we no longer represent the standard

classification inference problem that we have used for the past 3 chapters and instead

opt for a robust version of the inference. For this, we consider a local robustness

property that is defined as B2,η(vi) for each point vi in our training dataset. These ℓ2
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norm balls are visualized as dotted lines in Figure 7.2b. In Figure 7.2a we highlight

that in this setting we will consider the likelihood to be derived exclusively from the

worst case likelihood in B2,η(vi). With this change in likelihood, we observe that the

shape and positions of the Bayesian ensemble have changed (see the function space

representation in Figure 7.2b). Further, it is not only the shape and placement of the

functions that change, but also their posterior mass function could shift dramatically;

this is represented in Figure 7.2c. The result of this change is ultimately that the pos-

terior distribution is more robust, which can be seen by re-computing the robustness

values for test input v2.

Figure 7.3: Accuracy (plotted as star points), an empirical estimation of Rϵ obtained
using PGD (upper bound of each bar), RLBP

ϵ (lower bound of each bar), and RIBP
ϵ

(shaded lower bound of each bar) obtained for ϵ = 0.1 on the MNIST dataset (top
row) and FMNIST (middle row) as well as for ϵ = 1/255 on the CIFAR-10 dataset
(bottom row). Each bar refers to a different approximate Bayesian inference tech-
nique. Left Column: results for the standard likelihood. Centre Column: results
for approximation of robust likelihood using PGD. Right Column: results for train-
ing with formal IBP lower bound of robust likelihood (Eq (7.6)). With our method we
obtain up to 75% certified robust accuracy on MNIST and up to 50% on CIFAR-10.
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7.5.2 MNIST

In this section we investigate how our methodology improves the decision robustness of

various posterior distributions trained on MNIST. In order to perform robust training

on these networks we use pϵ introduced in Eqn (7.5) with η = 0.1 and λ = 0.25. We

train a single hidden layer BNN with 512 neurons on the full MNIST dataset. In this

case, we leave further training parameters to the Appendix.

In Figure 7.3 (top row) we analyze how different training methods affect the accu-

racy, robustness to PGD attacks (RPGD
0.1 ), as well as the certified lower bounds using

IBP (RIBP
0.1 ) and linear bound propagation (LBP) (RLBP

0.1 ). Linear bound propagation

is very similar to IBP save for that we are no longer propagating intervals through the

network, but linear inequalities. LBP tends to be give a sharper bound than IBP. We

can see this in Figure 7.3, where the IBP lower bound is the shaded bottom of the bar

whereas the LBP lower bound is the solid bottom of the bar. We use both IBP as well

as the more computationally expensive but tighter LBP in order to study the effect of

training with our robust likelihood without the bias of training and evaluating with

the same certification method. As we discussed in Chapter 2 and Chapter 3, this can

result in adversarial overfitting. However, this is not typically a problem for certifi-

cation methods as we are minimizing a provable lower bound. We find that, while

all BNNs trained with the standard likelihood (left plot) perform comparably well in

terms of accuracy, there is a marked difference in their robustness against PGD. This

is in line with what was observed by [23], where the more fidelity an inference method

has to the true Bayesian posterior, the greater is its robustness to gradient-based at-

tacks. Further, we highlight that the robustness to ϵ for these posteriors is markedly

higher than those studied in the previous two chapters. This is again in line with the

observations of [23], who notice a strong positive correlation between the width of a

network and its adversarial robustness. Despite the heightened robustness to PGD,

the certified robust accuracy obtained using standard likelihood is identically zero,

that is, we obtain no certification for any posterior in these settings. This implies, for

example, that although HMC is resistant to PGD attacks, we cannot guarantee that

a different, successful attack method does not exist.

We make similar observations for networks trained using the robust likelihood

where PGD is used in order to approximate teh worst case. This can be seen in the

middle of the top row of Figure 7.3. For training with the PGD approximation of

the robust likelihood, we highlight that the accuracy on clean data (marked with a

star for each inference method) is comaprable or in fact increased for each network.

Meanwhile, the most noticeable difference the robustness against PGD of each model
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is now around 80%, which represents more than 100% increase for methods such

as SWAG. Despite the heightened robustness to PGD for each model, the robust

accuracy when using IBP is still at 0% when measured with IBP. This underscores

the phenomena of adversarial overfitting: our posterior is robust to PGD, but cannot

be proven to be robust to any adversary. Thus, we cannot rule out the possibility that

their is another more powerful attack which greatly degrades the models robustness.

This observation is not unique to our study; similar behaviour has also been observed

for adversarial training with gradient-based attacks for deterministic neural networks

[60]. Theoretically, this happens because PGD provides an upper bound to Rϵ, and

the maximisation of an upper bound does not provide any guarantees on the final

results on the actual quantity of interest.

By using IBP during training to lower-bound the robust likelihood (right plot

in the figure), we find that, not only do we obtain similar levels of accuracy and

PGD robustness as before, but we are also able to provide non-trivial certification

on the robust accuracy, Rϵ, of the networks, that is, against any possible adversarial

perturbation of magnitude up to ϵ = 0.1. For example, using SWAG we obtain

R0.1 ≈ 75%. This can directly be interpreted as the Bayesian neural network posterior

inferred with SWAG and robust likelihood is provably adversarially robust wrt 75%

of the points included in the MNIST dataset.

We continue our analysis by approximately computing the maximization posed in

Eqn. (7.11). In Figure 7.4, we analyze the maximum certifiable radius using the 16

iteration procedure described at the start of this section. In order to check the safety

of one of the local robustness properties, {B∞,ϵ, S}, we use the certification method

provided in [17] which has been shown to be a tight linear bound propagation method.

Interestingly, we see that, unlike what is shown in Figure 7.3, Figure 7.4 shows us a

non-trivial increase in the average maximum verifiable radius for networks which are

trained with PGD. This gain is relatively marginal compared to the gain achieved

through our likelihood combined with IBP which is able to realize a 2 to 3 times

improvement in the certifiable radius without losing considerable performance on

clean data.

7.5.3 FashionMNIST

In the center row of Figure 7.3, we use the same networks, pϵ distribution (with

η = 0.1 and λ = 0.25) and evaluation methods stated for MNIST, but applied to

the FashionMNIST dataset [154]. The FashionMNIST dataset poses an image clas-

sification problem which is composed of 28 by 28 black and white images (the same
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format as MNIST). It comprises 10 classes including various clothing items such as

shirts, tennis shoes. It is widely held that the FashionMNIST dataset is a harder

dataset than the MNIST digit classification dataset. In fact, this is why the dataset

was originally proposed in [154]. The increased difficulty comes from the fact that it

is intuitively harder to separate classes which are less black and white (i.e., literally

contain more grey tones) and classes which encode more semantically rich images.

Despite being a harder dataset than MNIST, as evidenced by the reduced accuracy

of the approximate posteriors that are shown in the middle row of Figure 7.3, we find

the robustness trends to be qualitatively similar to those on MNIST and CIFAR10.

We do note, however, that PGD training was much more effective at increasing the

certified bound than when the bound is computed with LBP. One potential hypothesis

we can make about the decrease in robustness from MNIST to FashionMNIST for

posteriors trained with the standard likelihood comes from [23], which states that

networks which are less accurate are also potentially less robust to gradient-based

attacks. Thus, PGD is able to find strong adversarial examples which can increase

the robustness of the posterior.

Finally, we again turn to the results in Figure 7.4 which computes the maximum

verifiable radius for each image and then we plot the average. In this case, we notice

an almost identical trend to that which is observed for MNIST. Namely, that we

get a small but noticeable increase in certifiable robustness from training with our

likelihood and PGD, but this pails in comparison to the impressive gains we are able

to achieve with the robust likelihood in conjunction with IBP.

Figure 7.4: We plot the average certified radius for images from MNIST (right), Fash-
ionMNIST (middle), and CIFAR-10 (left) using the methods of [17]. We observe that
robust training with IBP roughly doubles the maximum verifiable radius compared
with standard training and that obtained by training on PGD adversarial examples.

7.5.4 CIFAR-10

Finally, evaluate the effect of the robust likelihood on BNNs trained on the CIFAR-10

dataset. The CIFAR-10 is much more challenging compared to MNIST and Fashion-
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MNIST, and hence not all the training methods considered for MNIST can be used

to train reasonably accurate BNNs on this dataset [15]. CIFAR-10 is more challeng-

ing in many ways. For one, it is 3072 dimensional as its inputs are 32 by 32 RBG

images, making it roughly 4 times larger than the MNIST and FashionMNIST im-

ages. In addition to being full color images, the images are real-world images which

have just been scaled down; this is perhaps one of the hardest contexts for image

classification. Consequently, for CIFAR-10 we provide results only for SWAG, NA

and VOGN. In particular, we train a Bayesian convolutional neural network (CNN)

with 2 convolutional layers (each with 32, 4 by 4 filters) followed by a max pooling

layer and 2 fully-connected layers (one with 512 hidden neurons and the other with

10). For the robust likelihood, we consider Eqn (7.5) with η = 1/255 and λ = 0.25.

Finally, we introduce the standard exponential decay on the learning rate to ensure

stable convergence.

We perform a similar evaluation to that discussed for MNIST and FashionMNIST,

the results of which are plotted in the bottom row of Figure 7.3. Consistently with

what we observed for MNIST, we obtain that BNNs trained by using the standard

likelihood (left plot) and PGD attacks (central plot) do not allow for the computation

of certified guarantees (the lower bound of the bars is close to zero for all the inference

methods). In contrast, for the BNN trained with our robust likelihood and IBP we

find that, even for CIFAR-10, we are able to compute non-trivial lower bounds on

Rϵ. For instance, on SWAG we obtain RIBP
ϵ ≈ 50%, which is comparable to state-

of-the-art results with adversarial training of deterministic NNs on CIFAR-10 [17].

Again, we provide further anlaysis for the effect of each inference scenario on

robustness by studying the maximal verifiable radius. Results are given in Figure 7.4,

where we report the average maximum adversarially safe radius over 100 test CIFAR-

10 images. Unlike our observations for MNIST and FashionMNIST, we find that,

PGD training does not increase the robustness in a noticable or statistically significant

way compared to standard training. Robust training with IBP, on the other hand,

is able to roughly double the robustness for the three training methods explored

here. The one minor caviat to this result is that there is a slight decrease in the

clean performance of models trained with our robust likelihood. However, it is not a

significant decrease in clean accuracy.

7.5.5 Effect of Probability Density or Mass Function

In previous sections we focused on how our robust likelihood performs when paired

with various approximate inference methods and with various ways of approximating
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the worst-case input for a probabilistic local robustness property. In this section,

we turn our attention to the other key aspect of our proposed methodology which

was held fixed in our previous analysis and that is the probability mass or density

that corresponds to the probabilistic local robustness property. In this section, we

start by modifying the various parameters of the simple mass function used in our

previous analysis, and also consider the performance of different density functions

under various parameterizations.

Figure 7.5: Left to Right: Effect of varying (increasing) values of η on the robust-
ness profile of resulting approximate posteriors. Top Row: Robustness profiles of
networks using the robust likelihood with PGD as an approximate worst-case ad-
versary. Bottom Row: Robustness profiles of networks using the robust likelihood
with IBP as an approximate worst-case adversary. Accuracy (plotted as star points),
an empirical estimation of Rϵ obtained using PGD (upper bound of each bar), and
RIBP

ϵ (lower bound of each bar), obtained for ϵ = 0.1 on the MNIST dataset.

7.5.5.1 Probability Mass Functions for the Robust Likelihood

The Effect of η in Equation (7.5) In this section we analyse the choice of pϵ, that

is, the distribution that controls the adversarial perturbation strength at inference

time. Specifically, we reconsider the probability mass function given in Eqn. (7.5). We

first study the affect of changing the λ parameter in Eqn (7.5) which parameterizes

the relative penalty between accuracy and robustness during inference. Next, we

study the effect of changing η in Eqn (7.5), which sets a the maximum allowable

manipulation magnitude during inference. Finally, we study the effect of changing

the form of the ϵ probability density function to two different continuous, non-negative

distribution.
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Figure 7.6: Left to Right: Effect of varying (decreasing) values of λ on the ro-
bustness profile of resulting approximate posteriors. Top Row: Robustness profiles
of networks using the robust likelihood with PGD as an approximate worst-case ad-
versary. Bottom Row: Robustness profiles of networks using the robust likelihood
with IBP as an approximate worst-case adversary. Accuracy (plotted as star points),
an empirical estimation of Rϵ obtained using PGD (upper bound of each bar), and
RIBP

ϵ (lower bound of each bar), obtained for ϵ = 0.1 on the MNIST dataset.

In each figure, we maintain the plotting conventions used in Figure 7.3 of the main

text. For each posterior: accuracy is plotted as a star point, an empirical estimation

of Rϵ obtained using PGD (upper bound of each bar), and RIBP
ϵ (lower bound of

each bar), obtained for ϵ = 0.1 on the MNIST dataset. For the following analysis we

only report the lower bound based on IBP.

The Effect of λ in Equation (7.5) In Eqn (7.5) the parameter λ effectively

controls the relative weighting of accuracy-error and robust-error during the inference

procedure. Specifically, we note the cases λ = 1.0 which results in the standard

likelihood (a.k.a. the categorical cross-entropy in the case of classification), and λ =

0.0 results in a framework in which give importance solely to robustness. In Figure 7.6

we report the change in robustness profiles for λ ∈ {0.75, 0.5, 0.25} for training with

the worst-case approximated by PGD (top row) and IBP (bottom row).

When approximating the robust likelihood with PGD, we find that HMC and

natural gradient methods (VOGN, NA) are not strongly affected by the choice of λ,

whereas we see the most pronounced difference with SWAG which is greatly affected

by the choice of λ. In particular, we highlight roughly a 20% raw increase in the

robustness to gradient based attacks for each 0.25 decrease in λ. On the other hand,

when training with IBP there is a large shift in the resulting robustness profiles for

parameter and natural gradient VI methods (BBB, VOGN, NA). Notably, we see a
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Figure 7.7: Left: Effect of varying the scale η of the Rayleigh distribution on the
density pϵ when training we use η = 0.1. Right, Top Row: Robustness profiles
of networks using the robust likelihood with PGD as an approximate worst-case
adversary. Right, Bottom Row: Robustness profiles of networks using the robust
likelihood with IBP as an approximate worst-case adversary. Accuracy (plotted as
star points), an empirical estimation of Rϵ obtained using PGD (upper bound of
each bar), and RIBP

ϵ (lower bound of each bar), obtained for ϵ = 0.1 on the MNIST
dataset.

large (50% raw) increase in the lower bound for BBB as the value for λ varies between

0.75 and 0.25.

7.5.5.2 Probability Density Functions for the Robust Likelihood

In Figure 7.7 and Figure 7.8, we study changing the form of pϵ from the density given

in Eqn (7.5) to a Rayleigh distribution and an exponential distribution, respectively.

We have chosen these distributions in particular because they have non-negative sup-

port and a single controlling variable. In principle, however, any distribution (with a

positive support) can be chosen for the form of pϵ. As noted in the main text, during

the computation of the loss function, one must marginalize over the selected pϵ dis-

tribution, which in this case is done via Monte Carlo with only 10 samples from pϵ

per batch. Consistent with the study presented in Figure 7.3, we evaluate robustness

profiles with ϵ set to 0.1.
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Figure 7.8: Left: Effect of varying the scale η of the exponential distribution on the
density pϵ when training we use η = 0.1. Right, Top Row: Robustness profiles
of networks using the robust likelihood with PGD as an approximate worst-case
adversary. Right, Bottom Row: Robustness profiles of networks using the robust
likelihood with IBP as an approximate worst-case adversary. Accuracy (plotted as
star points), an empirical estimation of Rϵ obtained using PGD (upper bound of
each bar), and RIBP

ϵ (lower bound of each bar), obtained for ϵ = 0.1 on the MNIST
dataset.

7.5.5.3 Using a Rayleigh Distribution

In Figure 7.7, we plot the case in which training is done by using an Rayleigh distri-

bution with the scale set to η for pϵ as follows:

pϵ(ϵ) =
ϵ

η2
exp

(
−ϵ2

2η2

)
(7.12)

In our experiments, we find that using a Rayleigh distribution for pϵ only marginally

improves the robustness (Rϵ) when training against a PGD adversary (≈ 4% on

average). We highlight the continued observation that training with robust likelihood

in conjunction with IBP is the only method that gives non-trivial lower bounds on

robustness. However, we find that the use of the Rayleigh distribution has an adverse

affect on the overall robustness profile compared to training with Equation (7.5).

This is likely due to the fact that, when using the probability mass function from

Equation (7.5), we have a considerable amount of mass on the adversarial portion

(when ϵ = 0.1) of the likelihood with mass = 0.85. In contrast, the cumulative

density of the Rayleigh distribution which is as strong or stronger than ϵ = 0.1 in

Equation (7.5) is much lower. Thus, we expect that at inference time the Rayleigh
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trained network saw less challenging adversaries and thus exhibits lower test-time

robustness.

7.5.5.4 Using an Exponential Distribution

In Figure 7.8, we give the results when pϵ is selected as an exponential distribution

with the rate set to η−1:

pϵ(ϵ) =
1

η
exp

(
−ϵ
η

)
(7.13)

When training against a PGD adversary, we found that using an exponential distri-

bution for pϵ also leads to small increases in robustness against adversarial attacks,

with an average increase of ≈ 5%. Consistent with the results for the Rayleigh

distribution and those of the probability mass function in Equation (7.5), we again

highlight that training with the robust likelihood and IBP is the only method that

gives non-trivial lower bounds on robustness. In fact, we continue to find that the use

of the exponential distribution, has an adverse affect on the overall robustness profile

compared to training with Equation (7.5). Our hypothesis stated for the Rayleigh

distribution, that it on average saw weaker adversaries at inference time, remains a

plausible hypothesis in this case as well. Given that this observation is made for both

of these continuous densities compared to the mass function, we conjecture that if one

has a particular ℓ∞ radius that they would like their Bayesian posterior to be robust

to, then it is best to use either Equation (7.5) with η = ϵ or a continuous density

with parameter slightly larger than the target in order to ensure that the cumulative

probability of seeing an adversary at the target strength or stronger is sufficiently

high.

7.6 Summary

In this chapter, we started by considering different components of the Bayesian in-

ference framework which may be good candidates for inclusion of local robustness

properties. After discussing the prior, architecture, and likelihood, we establish that

the likelihood provides a principled avenue for the incorporation of adversarial noise

into the Bayesian inference framework due to its role modelling the data distribution.

Methodologically, we began by modifying our notion of local robustness in order to

appropriately combine multiple local robustness properties. By introducing a proba-

bility density or mass over the properties of interest, we establish that an expectation
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over this probability allows us to combine multiple, potentially diverse local robust-

ness criteria without losing soundness and without losing too much information in

the case that one of the properties is too difficult to satisfy. From our development of

probabilistic properties, we establish how we can incorporate them into the Bayesian

inference framework. In order to do so, we re-derive the likelihoods and error models

for classification and regression. Finally, we provide a discussion of the insights that

the resulting likelihoods offers relative to the standard notions of adversarial training

commonly found in the literature.

One key advantage of our proposed methodology is its ability to naturally in-

corporate into any approximate inference method. In order to study the emergent

adversarial robustness properties of our method, we take five different, commonly

used approximate inference methods and study them under different forms of our

likelihood. In particular, we train different architectures on MNIST, FashionMNIST,

and CIFAR10. For each dataset, we also perform approximate inference using the

standard likelihood, as well as the robust likelihood whose value is approximated by

either PGD or IBP. For every trained model we perform two kinds of robustness anal-

ysis. Firstly, we study the robust accuracy which we define as the proportion of test

set inputs for which the Bayesian neural network maintains both accurate and robust

decisions (according to Definition 7). Secondly, we study the effect of our robust

likelihood on the average maximum safe radius. This is defined as the largest value of

ϵ such that the Bayesian decision remains correct inside of an Bϵ,∞ ball. In each case,

our analysis yielded consistent and conclusive evidence. We found that robust train-

ing with PGD improves the robustness of the posterior to attacks and in some cases

improves the verifiable accuracy. Further, we found that training with IBP greatly

improves both attack robustness and verifiable robustness of each tested posterior.

Finally, we tested how our robust likelihood performs under different choices of pϵ.

We first studied the effect of changing parameter values for the simple probability

mass function defined in Eqn. (7.5), and then studied different continuous densities

with positive support.

The primary conclusion we draw from this section is that, in cases in which one

would like to deploy Bayesian neural networks in safety-critical domains, it is advisable

to carefully consider desirable local robustness properties and to probabilistically

incorporate them into the inference procedure. Doing so can result in certifiable

Bayesian neural networks on tasks as large and complex as CIFAR10.
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Chapter 8

Conclusion
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We opened this thesis with a wide view of classical computer programming and

classical verification. Classical computer programming transforms semantic rela-

tionships between inputs and outputs into algorithmic relationships which can be

tractably analysed via their computational complexity, space complexity, and their

correctness properties. As the field of computer science has matured we have turned

our attention to problems for which the semantic input-output relationship can no

longer be transformed neatly into an algorithmic relationship. Where this is the

case, programs are learned rather than crafted by hand. Over the past decade, these

learned solutions have provided astonishing solutions to complex problems such as

image classification, medical diagnosis, and natural language processing. The pri-

mary downside of these approaches is their lack of interpretability. In particular,

we introduced and heavily studied adversarial examples as primary evidence of this

phenomenon. Where adversarial examples provide concrete proof of a learned algo-

rithm’s failures, verification offers concrete proof of a learned algorithm’s correctness.

The lack of interpretability of learned solutions not only manifests itself by way of

adversarial examples, but also in the over-confident, wrong predictions that it makes

on natural examples. By introducing calibrated uncertainty into predictions one can

also address this issue. Both the problem of robustness and calibrated uncertainty are

of paramount importance to the safe deployment of learned solutions in safety-critical

applications.
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Motivated by the development of algorithms which are both robust and uncertain,

in this thesis we take a step toward verification of an important class of learned pro-

grams: Bayesian neural networks. In order to do so, we first establish novel notions

of robustness which are distinct from those which have previously been studied for

deterministic neural networks. We then develop algorithms for verifying the correct-

ness of Bayesian neural networks with different levels of guarantees, and finally, we

provide a principled probabilistic framework for the incorporation of local robustness

properties into Bayesian inference for neural network parameters.

In the final chapter of this thesis, we provide concluding remarks regarding the

strengths and weaknesses of the methodology provided in this thesis. We reflect on

the major empirical take-away points from the thesis. With an eye on the weaknesses

of our methodology, we use the final section to discuss future works which would

strengthen the content of this thesis and which would be of further interest to those

who would like to study the robustness of Bayesian neural networks.

8.1 Summary of Contributions

In this section, we revisit the contributions from Chapter 1 and provide a slightly

more technical statement of contribution for each item given that formal definitions

have now been established. After restating our contributions, in the final subsections,

we provide a discussion of strengths and weaknesses of each contribution which draws

on the empirical studies performed in each chapter.

• We show how probabilistic parameters prohibit direct translation of adversarial

robustness to Bayesian neural networks. By first defining adversarial robustness

properties as arbitrary input-output specifications, we show how to propagate

this specification through the probabilistic parameter space to develop a notion

of probabilistic robustness. This can intuitively be interpreted as the probability

that a model drawn from a given (potentially approximate) Bayesian posterior

is robust to a provided specification.

• Drawing on the distinction between a loss function and a likelihood in the

context of Bayesian learning, we highlight the distinction between adversarial

examples in a frequentist context versus a Bayesian one. Given this, we de-

fine decision robustness for Bayesian neural networks as a direct analog to the

notions of robustness that are commonly used to provide assurances of correct-

ness for deterministic neural networks. Proving the robustness of the Bayesian
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decision-theoretic quantity directly translates to proving the absence of adver-

sarial examples for the provided Bayesian posterior.

• In order to compute the established definitions of robustness, we start by high-

lighting a correspondence between probabilities in weight space and the emer-

gent robustness properties of our Bayesian neural network in function-space.

Building on this, we provide theoretical and practical perspectives on estimat-

ing both the probabilistic robustness and the Bayesian decision robustness with

a priori statistical guarantees on the error and confidence. Through the use of

concentration inequalities and by leveraging advancements in statistical model

checking we are able to efficiently guarantee that the computed values corre-

sponding to both definitions are statistically tight for a given Bayesian neural

network and robustness specification. Empirically, we show how this can scale

to computer vision applications in autonomous vehicles, and how statistical

measures can be used to perform different analysis (e.g., class-wise) of the pos-

terior.

• By again leveraging the weight-space function-space correspondence mentioned

above, we establish a theory of probabilistic verification for Bayesian neural

networks which frames the established definitions from previous chapters as

integrals in the parameter space of a Bayesian neural network. After some de-

velopment of this perspective, we establish an algorithm which provides sound

bounds on both probabilistic robustness of Bayesian neural networks. In partic-

ular, we leverage advances in convex relaxation of neural network computations

in order to arrive at sound lower and upper bounds on the result of marginal-

ization over the posterior predictive distribution. This in turn allows us to

provide concrete proofs of correctness (e.g., the absence of adversarial exam-

ples) for Bayesian neural networks. We validate this experimentally performing

a detailed study of our algorithms parameters, as well as studies on real-world

safety critical applications such as airborne collision avoidance. We also show

how our methodology scales to small image classification tasks.

• We provide a principled probabilistic perspective on the incorporation of adver-

sarial signals into the inference or approximate inference procedure of Bayesian

neural networks. We first extend notions of local robustness via the introduc-

tion of a probability distribution over a set of robustness specifications. We

then show how to incorporate this probabilistic perspective into a novel likeli-

hood function. The result is an inference procedure which takes into account
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a probabilistic – but still worst-case – adversary. Given that our methodology

involves the development of a novel adversarial likelihood (and corresponding

error model) our approach is compatible with all forms of approximate Bayesian

inference for neural networks. We show empirically how our training method,

in conjunction with five approximate inference methods, is the only one which

is able to reliably instill verifiable robustness properties into the posterior dis-

tribution.

8.1.1 Strengths

This thesis considers and puts forward methodologies and definitions for local adver-

sarial robustness of Bayesian neural networks. A key contribution in doing so is the

development of guarantees that allow for deployment of Bayesian neural networks

in safety critical applications. The definitions established in this thesis owe a great

deal to the robustness literature for Gaussian processes and probabilistic verification;

however, the methodology for Gaussian processes in no way translates to providing

sound bounds on robustness of Bayesian neural networks. This also means that the

methodology for computing robustness presented in this thesis is novel.

A further strength of this thesis is the comprehensive nature of the guarantees

established. Many applications vary in their need for verification of adversarial ro-

bustness. Some settings such as airborne collision avoidance necessitate strong and

certain assurances of correctness; for this, one can use the methods presented in

Chapter 6. Yacht design, on the other hand, may only require some loose notion of

robustness. For these applications we provide statistical guarantees with user-defined

tightness criteria. In short, for each application, we have defined a suitable procedure

for robustness estimation.

For each estimation algorithm, we also provide empirical evidence of effectiveness.

Our experimental analysis provided evidence that our methodology is indeed effective

at estimating statistical properties of larger convolutional Bayesian neural networks

as well as proving sound properties of smaller networks on safety critical tasks such as

airborne collision avoidance. Throughout the thesis we highlighted and empirically

showed how probabilistic and decision robustness are monotonically decreasing func-

tions of ϵ for any Bϵ,p input property. Similarly, we studied the effect of architecture

size on the guarantees produced for various properties. This kind of analysis allows

us to gain further insight into the robustness properties of our Bayesian posterior

distributions and can help in model selection for those interested in deploying ro-

bust and uncertain neural networks. In the case of Chapter 7, we show through the
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study of dozens of Bayesian neural networks that our methodology of robust inference

(through the modification of the likelihood) is the best likelihood to achieve sound

robustness guarantees for Bayesian neural networks.

8.1.2 Weaknesses

Though the methodology presented in this thesis is novel and to a large extent is em-

pirically very effective, there is still room for improvement as well as various frontiers

which require further attention. In Chapter 5, we present a study of both decision

and probabilistic robustness. While we can discuss theoretical inequalities that link

these two quantities, it remains to be seen exactly how these two quantities compare

under various loss functions and specifications. Specifically, we have shown here that

the two are very strongly correlated, but is there a scenario in which this correlation

is loosened?

In Chapter 6, we provide strong evidence that our bounds are empirically effective

in safety-critical scenarios and can scale to problems with large input dimension;

however, it remains to be seen how much of an improvement can be made by relying

on a tighter relaxation method than IBP. For example, using a MILP or branch

and bound formulation to compute sound properties would be more expensive, but

would allow a much better and more precise look at the robustness of Bayesian neural

network posteriors. We also only study relatively small posteriors in this work. From

our published work, we understand that we can scale to larger networks than what is

presented in this thesis; however, the extent of scalability of these algorithms remains

to be analysed both theoretically and empirically.

Finally, in Chapter 7 we give a perspective of incorporation of robustness into the

likelihood. While we provide coverage of all of the modeling choices made wrt the

likelihood (e.g., IBP or PGD usage and form of the probabilistic property density)

we do not study how these choices are affected by the prior of our Bayesian neural

network. This is a general question that is left unanswered by the contributions of

this thesis: how does the selection of a prior influence the emergent robustness prop-

erties. Moreover, works published related to this thesis (e.g., [23]) make theoretical

arguments about emergent robustness phenomena for Bayesian neural networks and

these could have been studied under this framework.
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8.2 Future Works

Given the above strengths and weaknesses, we put forward the following future av-

enues of research based on this thesis:

• Scalable probabilistic verification. Extending the methods presented in this the-

sis in order to get strong and sound bounds in realms such as medical diagnosis

remains an important avenue of research for verified Bayesian machine learning.

• Stronger robustness properties. In this thesis we model general input-output

properties {T, S}; however, we only study adversarial robustness. While this

is an important first step, continuing to time-based properties such as those

presented in [151] is needed. Or, an important potential direction for this re-

search is proving that a network has a level of uncertainty everywhere that it is

incorrect similarly to that which is investigated in [9].

• Effect of the prior. There are, in fact, several works which attempt to build

informed priors for Bayesian deep learning [156]. Some of these works even

allow for heightened robustness. It remains to be seen how the work presented

in this thesis can be even further improved by the incorporation of a robust

prior.

• Phenomenological study. Many claims have been made about Bayesian neural

networks and their robustness properties. The techniques developed in this the-

sis provide us with the tools to empirically validate and explore these properties

further. In particular, understanding how the kind of approximate inference

chosen affects the emergent robustness properties of the posterior remains of

great interest.
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Appendix A

Appendix for Chapter 5

In this section of the Appendix we give implementation details and further particulars

regrading the experiments for Chapter 5 of this thesis. Upon final submission of the

thesis all of the source code to reproduce our results will be made public along with

this manuscript. Below, we spend one section on each dataset tested. We open this

section with a brief discussion of a few empirical tricks which are outside of the scope

of our methodological contribution, but can make implementation of our algorithms

more efficient and practical.

A.1 General Hardware/Software Setup

We highlight that for all computational times reported in the thesis a single CPU was

used and the code was run without access to a GPU for sake of consistency.

Hardware

• CPU: 2x 20-core Intel Core Xeon 6230 Gold

• GPU: 6x NVIDIA 2080Ti

Software

• Programming Language: Python 3.8

• Inference Algorithms: pre-release version of DeepBayes framework

• Auto-differentiation: Tensorflow 2.0/Tensorflow Probability

• Further Dependencies: Numpy, Scikit learn, Matplotlib, Seaborn
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A.2 UCI Experiment Details

In the main text we list statistical bounds using PGD and IBP for approximate

Bayesian posteriors trained on a commonly used subset of regression tasks from the

UCI Machine learning repository [38]. For these tasks, we train a neural network

with a single layer and 25 hidden units. The hidden layer is equipped with rectified

linear unit (Relu) activation functions. The output layer comprises a single unit with

a linear activation function (i.e. no activation function). For these networks we use

both a mean squared error likelihood and loss function. We approximately infer each

posterior with the modification of the Variational Online Gauss Newton (VOGN)

algorithm described in [97] and opt for our variational posterior to be a Gaussian

with diagonal covariance. In Table A.1, we provide the learning rate, epochs, prior

constant, and batch size used for each of the presented datasets. We highlight the

meaning of the prior constant row which sees us tuning the variance of our Gaussian

prior. The framework that we have created to perform approximate Bayesian infer-

ence automatically determines the variance for each network based on the variance

used to initialize the corresponding deterministic neural network [135]. This kind of

initialization has been well-studied, and performs well in practice for a large number

of networks. We find that it also works well as a baseline for general selection of

Bayesian neural network priors, but adding a scaling factor can improve results. As

such, we pick a scaling factor that works well according to a randomly held validation

set before observing our results on the test set. Of course, it should be noted that this

kind of treatment of our prior distribution does correspond to an empirical Bayesian

approach (or potentially a hierarchical Bayesian approach).

Boston Concrete Yacht Energy Kin8nm Naval
Learning Rate 0.225 0.15 0.45 0.125 0.4 0.5
Epochs 3000 2000 2750 2000 1500 1500
Prior Constant 0.25 1.00 0.01 1.00 0.01 0.01
Batch Size 256 256 64 256 256 256

Table A.1: UCI regression benchmark training hyperparameters for each dataset.
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A.3 MNIST Experiment Details

MNIST
Learning Rate 0.35
Epochs 20
Prior Constant 2.0
Batch Size 128

Table A.2: MNIST training hyperparameters used consistently for each architecture.

In Chapter 5, we train a series of six fully-connected neural networks. We train

three single-layer and three two-layer fully-connected networks. For both layer con-

figurations we train three neural networks with 24, 48, and 64 hidden nodes per

layer, respectively. For each network the parameters of the Variational Online Gauss-

Newton (VOGN) algorithm are listed in Table A.2 are used. While having a single

set of parameters likely results in sub-optimal performance for some of the posteriors

we still find empirically that each of the approximate posteriors inferred with these

parameters achieves greater than 95% test-set accuracy.

A.4 GTSRB Experiment Details

Layer Layer Params Activation
2D Convolution 6 x (5, 5) Relu
2D Convolution 6 x (5, 5) Relu
2D Max Pooling (2, 2) Relu
Flatten N/A N/A
Dense 50 Relu
Dense 2 Softmax

Table A.3: The four hidden layer convolutional neural network used for training on
the GTSRB benchmark. Optimization parameters for each approximate inference
method can be found in Table A.4.
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VOGN NoisyAdam SWAG
Learning Rate 0.25 0.025 0.015
LR Decay 0.025 0.025 0.00
Epochs 25 25 25
Prior Constant 1.0 1.0 N/A
Batch Size 128 128 128

Table A.4: GTSRB Training hyper-parameters for the convolutional neural network
reported in Table A.3.

For the GTSRB dataset we pair down the data to roughly 6000 examples which

represent the two classes visualized in Figure 5.8a. Namely, speed limit 50 km/h

advisory and a road work ahead advisory signs. We start by holding out 1000 images

as a test set. We then augment the training data with a further 5000 images which

are the result of randomized cropping, vertical shifts, horizontal shifts, and rotation

of images in the training set. The robustness results reported in the chapter are from

images randomly selected from the held out test set.
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Appendix B

Appendix for Chapter 6

B.1 Hardware/Software Setup

With the exception of the VCAS analysis, the hardware and software setup remains

consistent with what is reported in Appendix A.1. The VCAS dataset analysis was

completed originally for [150] and was computed on a 2013 Macbook Pro with an

Intel i5 processor and 16GB or RAM. It was also completed with Python 2.7.

B.2 Further Experimental Details

B.2.1 Experiment Details for VCAS

Training of a Bayesian neural network for VCAS is done with Bayes by Backprop

[16]. The network architecture is a single-layer fully-connected neural network with

512 hidden nodes. The network employs Relu activation functions on the hidden

layer and a linear activation on ouput layer. The learning rate is set to 0.005 for this

network and it is trained for 20 epochs with a batch size of 512.

Full code for training and evaluation of the VCAS benchmark reported in this the-

sis can be found in https://github.com/matthewwicker/ProbabilisticSafetyforBNNs.

B.2.2 Experiment Details for UCI Datasets

Chapter 6 employs the same approximate posteriors reported for Chapter 5. For the

training parameters used in the Variational Online Gauss-Newton (VOGN) inference

method for each network we refer readers to Table A.1. For full discussion we refer

readers to Appendix A.2.
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B.2.3 Experiment Details for MNIST

The same approximate posteriors tested in Chapter 5 are tested in Chapter 6. We

refer readers to Appendix A.3 for the full training details used.

B.3 Proofs

In this section of the Appendix, we provide proofs for the main propositions stated

in the thesis. The proof of Proposition 4 is due to Andrea Patane and was originally

stated in [150].

B.3.1 Proof of Proposition 4

The bounding box can be computed iteratively in the number of hidden layers of the

network, K. We show how to compute the lower bound of the bounding box; the

computation for the maximum is analogous.

Consider the k-th network layer, for k = 0, . . . , K, we want to find for i =

1, . . . nk+1:

min
W

(k)
i: ∈[W (k),L

i: ,W
(k),U
i: ]

z(k)∈[z(k),L,z(k),U ]

b
(k)
i ∈[b(k),Li ,b

(k),U
i ]

z
(k+1)
i = σ

(
nk∑
j=1

W
(k)
ij z

(k)
j + b

(k)
i

)
.

As the activation function σ is monotonic, it suffice to find the minimum of:
∑nk

j=1W
(k)
ij z

(k)
j +

b
(k)
i . Since W

(k)
ij z

(k)
j is a bi-linear form defined on an hyper-rectangle, it follows that

it obtains its minimum in one of the four corners of the rectangle [W
(k),L
ij ,W

(k),U
ij ] ×

[z
(k),L
j , z

(k),U
j ].

Let t
(k),L
ij = min{W (k),L

ij z
(k),L
j ,W

(k),U
ij z

(k),L
j ,W

(k),L
ij z

(k),U
j ,W

(k),U
ij z

(k),U
j } we hence have:

nk∑
j=1

W
(k)
ij z

(k)
j + b

(k)
i ≥

nk∑
j=1

t
(k),L
ij + b

(k),L
i =: ζ

(k+1),L
i .

Thus for every W
(k)
i: ∈ [W

(k),L
i: ,W

(k),U
i: ], z(k) ∈ [z(k),L, z(k),U ] and b

(k)
i ∈ [b

(k),L
i , b

(k),U
i ]

we have:

σ

(
nk∑
j=1

W
(k)
ij z

(k)
j + b

(k)
i

)
≥ σ

(
ζ
(k+1),L
i

)
that is z

(k+1),L
i = σ

(
ζ
(k+1),L
i

)
is a lower bound to the solution of the minimisation

problem posed above.
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B.3.2 Proof of Proposition 5

Here, we prove that the outputs of Proposition 5 over-approximates the worst-case

output of a BNN. As in Appendix B.3.1, we use the fact that the activation function σ

is monotonic, therefore it suffices to find the minimum of:
∑nk

j=1W
(k)
ij z

(k)
j + b

(k)
i . Since

W
(k)
ij z

(k)
j is a bi-linear form defined on an hyper-rectangle, it follows that it obtains its

minimum in one of the four corners of the rectangle [W
(k),L
ij ,W

(k),U
ij ] × [z

(k),L
j , z

(k),U
j ].

Moreover, we know that simply selecting b(k),L must minimize the objective so we

omit it from consideration below.

Now, to prove Proposition 5, w.l.o.g. it suffices to prove that the result of Equa-

tion (6.7) bounds the worst-case combination from a rectangle [W
(k),L
ij ,W

(k),U
ij ] ×

[z
(k),L
j , z

(k),U
j ] from below before we consider the bias. We override our notation to

give us the bound before the application of the bias:

ζ
(k+1)
j = W

(k),c
ij z

(k),c
j − |W (k),r

ij |z(k),cj −W
(k),c
ij |z(k),rj | − |W (k),r

ij ||z(k),rj | (B.1)

We use an exhaustive argument to show that the result of Equation (B.1) bounds

the lowest value of the rectangle [W
(k),L
ij ,W

(k),U
ij ]× [z

(k),L
j , z

(k),U
j ] from below.

The first case is one in which both intervals have no width (i.e. z
(k),L
j = z

(k),U
j and

W
(k),L
ij = W

(k),U
ij ). In this case, we know that z

(k),L
j = z

(k),U
j = z

(k),c
j and W

(k),L
ij =

W
(k),U
ij = W

(k),c
ij . Thus, the first term in Equation (B.1) gives us the exact lowest

value in the rectangle. Moreover, because both |W (k),r
ij | = 0 and |z(k),rj | = 0 all of

the other terms in Equation (B.1) are 0. Thus the result of the lower bound gives us

exactly the value of the lower bound of the rectangle.

Next we have the case where only one of these conditions is true. That is, z
(k),L
j =

z
(k),U
j or W

(k),L
ij = W

(k),U
ij . W.l.o.g., consider that only W

(k),L
ij = W

(k),U
ij . As before

this implies W
(k),L
ij = W

(k),U
ij = W

(k),c
ij . Further we know that z

(k),L
j < z

(k),U
j . We know

that the lowest value of the rectangle in this case is at W
(k),c
ij z

(k),L
j . Observing our

bound, the first term W
(k),c
ij z

(k),c
j gives us how the center of the input interval, z

(k),c
j

is shifted by the weight value. The next term in the lower bound is −|W (k),c
ij |z(k),rj

which accounts for the negative contribution of the width of the input interval scaled

by the value of |W (k),c
ij |. The rest of the terms in the lower bound in this case are 0.

Therefore, if,

W
(k),c
ij z

(k),L
j ≤ W

(k),c
ij z

(k),c
j − |W (k),c

ij |z(k),rj

then we know that the lower bound is sound in this case. This can be observed by

simply plugging in the definitions of the terms for the right-hand side of the inequality
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and divide both sides by W
(k),c
ij to get:

z
(k),L
j ≤

(z(k),Uj + z
(k),L
j

2

)
−
(z(k),Uj − z

(k),L
j

2

)
2z
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(k),U
j + z

(k),L
j − z

(k),U
j + z

(k),L
j

2z
(k),L
j ≤ 2z

(k),L
j

Because this inequality holds, we know that this case also holds.

Finally, we have the case that neither z
(k),L
j = z

(k),U
j nor W

(k),L
ij = W

(k),U
ij . This

implies that z
(k),L
j < z

(k),U
j and W

(k),L
ij < W

(k),U
ij . It is straightforward in this case to

see that the first term, W
(k),c
ij z

(k),c
j , is again the center of the interval. The second term

properly accounts for the width of the input interval scaled by the strictly positive

value of the center of the weight |W (k),c
ij |z(k),rj (see the second case for proof). The

third term accounts for the W
(k),r
ij |z(k),cj | width of the weight interval scaled by center

of the input interval (see the second case for proof). And the final term |W (k),r
ij ||z(k),rj |

accounts for the possibility that both or either of the intervals is centered at 0. When

one or both of the intervals are not centered at 0 the term |W (k),r
ij ||z(k),rj | introduces

an over-approximation of the lower bound of the value of the rectangle.
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Appendix C

Appendix for Chapter 7

In this Appendix, we provide the details to aid in the reproducibility of our results .

For the code to reproduce both the experiments found in the main text and in these

extended materials see the github code repository released upon completion of this

thesis

C.1 Approximate Inference Parameters

In this section, we list the training parameters that we used for the training of each

of the networks discussed in the main text.

C.1.1 MNIST and FashionMNIST Parameters

SWAG NoisyAdam VOGN BBB HMC

Learning Rate 0.1 0.001 0.35 0.45 0.075
Prior Scaling N/A 10 10 20 500
Batch Size 128 128 128 128 60k
Epochs/Samples 20/250 20/(N/A) 20/(N/A) 20/(N/A) (N/A)/25
PGD Iterations 10 10 10 10 10

Each network trained on MNIST is a single hidden layer fully-connected architec-

ture with 512 neurons in the hidden layer. The parameters used for the 5 training

methods are listed in the table above. Prior scaling refers to a multiplicative constant

w.r.t. the initialisation parameters described in [135]. In fact, we often find the initial

variance described in the later to be too small for retrieving good uncertainty esti-

mates, and, thus, we further multiply it by the values reported in the table. Further

parameters that are specific to HMC, and not included in the table, are: 3 itera-

tions of burn-in, with 20 steps of the leapfrog numerical integrator followed by the
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reported 25 samples from the posterior each which explore the chain for 25 steps with

the leapfrog integrator. We again note that when we perform approximate inference

with HMC and the robust likelihood that we choose the initial network parameters

to be the result of 10 epochs of stochastic gradient descent rather than the full-data

gradient descent used during normal burn-in. Finally, we note that we follow the em-

pirically optimal procedure stated by [60]. In particular, we train with an η linearly

increasing to its target value at every epoch. Again as in [60], we set the target η

value 10% larger than the ‘desired’ robustness value.

C.1.2 CIFAR10 Parameters

Layer Layer Params Activation
2D Convolution 16 x (4, 4) Relu
2D Convolution 32 x (4, 4) Relu
2D Max Pooling (2, 2) Relu
Flatten N/A N/A
Dense 100 Relu
Dense 10 Softmax

Table C.1: The four hidden layer convolutional neural network used for training on
the CIFAR benchmark. Optimization parameters for each approximate inference
method can be found in Table C.2.

SWAG NoisyAdam VOGN

Learning Rate 0.015 0.00025 0.25
LR Decay 0.0 0.025 0.025
Prior Scaling N/A 5 5
Batch Size 128 128 128
Epochs/Samples 45/500 45/(N/A) 45/(N/A)
PGD Iterations 10 10 10

Table C.2: CIFAR-10 Training hyper-parameters for the convolutional neural network
reported in Table C.1.

.

For CIFAR10, prior to inference we perform data augmentation which involves

horizontal flipping as well as random translations by up to 4 pixels. We randomly

select an image from the train set with uniform probability and then select a trans-

formation (translation or horizontal flipping) until we have augmented the data size
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from 60k to 100k images Finally, the network architecture is made of two convolu-

tional layers, respectively with 16 and 32 four by four filters, followed by a 2 by 2

max pooling layer, and a fully connected layer with 100 hidden neurons.
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